INTRODUCTION

1.1 Overview

In the mining and aggregate industries a great many processes affect, and are affected by particle size, including blasting, comminution, and agglomeration. As a result significant effort goes into measuring or estimating the size distribution of particulate material in order to evaluate and optimise production in terms of production rate and production costs (energy, material and equipment costs).

Mine and quarry operators want to measure the particle sizing results of all of these activities but sieving/screening is an imperfect assessment tool due to slow feedback, and inconsistent measurement due to operator fatigue, or variations in technique.

As a result there is an opportunity for on-line, non-contact, fully automated machine vision systems for measurement of particle size to facilitate evaluation and optimisation of mining and particle processes.

1.2 Source of Error

There are however, a number of sources of error relevant to techniques that measure only what is visible on the surface of a pile and it is necessary to consider these errors in order to ensure a measurement system can be stable, reliable, and trend in the right direction.

Particle delineation error refers to the inaccuracies of determining the correct delineation of all the individual particles in the measured surface (whether by an automatic computer program or manually). Significant error will render the measured surface largely meaningless as the particle delineation will bear little resemblance to the reality of what is on the surface of the pile. This error is significantly related to the type of surface measurement technique applied, whether photographic 2D, or 3D surface measurement. Given the impact of this error, evaluation of particle delineation is highly important. This error has been evaluated for the key particle delineation methods used here with 3D surface profile data by Thurley and Ng (2005).

Sub-resolution particle error, relates to the inability of an imaging system to see fine particles below the resolution of the sensor. For example, to detect an individual particle that is only represented by a few pixels or less in an image. These sub-resolution particles tend to be grouped into large regions and mis-sized as large rocks.

Segregation and grouping error, more generally known as the Brazil nut effect (Rosato et. al. 1987), describes the tendency of the pile to separate into groups of similarly sized particles. It is caused by vibration or motion (for example as rocks are transported by truck or conveyor) with large particles being moved to the surface. It is advisable to measure at a point early on the conveyor before the material has been subjected to excessive vibration and segregation.

Overlapped particle error describes the fact that many particles are overlapped (refer to
Figure 1) and are only partially visible. A bias towards the smaller size classes results if overlapped are treated as small non-overlapped and sized using only their visible profile. This error can be overcome in piles of particulate material using classification algorithms based on 3D range data (Thurley and Ng, 2008) successfully providing 82% classification accuracy on hold-out data (Andersson and Thurley, 2008).

Capturing error describes the varying probability based on size that a particle will appear on the surface of the pile. In simple terms, the larger a particle is, the more likely one is to be able to see some part of it on the surface. For example, if a single particle is as large as the height of the pile of material, then it will always be visible, whereas a very fine particle is almost certainly not visible. Thurley (2002) has explored capturing error in laboratory rock piles but it remains a source of error in this application.

Profile error describes the fact that only one side (a profile) of a non-overlapped particle can be seen making it difficult to estimate the particles size. In the presented research the partial 3D surface profile of each non-overlapped particle and depth of the bed of material is used to estimate a 3D ellipsoidal volume of the particle.

Sample delimitation and extraction is an error relevant to all methods sampling from conveyor. Overcoming this error requires the correct delimitation of a belt section using two parallel transverse cuts across the belt, and correct extraction of particles where only particles whose centre-of-gravity is inside the delimited region are part of the sample. Refer to Pitard (1993) for a more thorough description.

Weight estimation error results from the fundamental difference between non-contact measurement and physical measurement. Size measurement using imaging identifies how many particles are observed, but manual sieving measures the weight of particles in each size class. Therefore it is necessary to have a method of mapping from numbers of particles to weight of particles in order to provide a measurement of size that industry understands and can use. The presented research uses volumetric estimation of each non-overlapped particle and assumes constant density within a sample to estimate a weight of each particle. Weight of fines is estimated based on the bulk volume of the observed areas-of-fines.

1.3 Literature Review

Particle size measurement using vision has been the subject of research and development since the 1980’s (Carlsson & Nyberg 1983, Ord 1988) with a legacy of predominantly photographic based systems with widely varying degrees of success and no general solution available on the market.

Photographic based 2D imaging systems are subject to significant particle delineation error due to uneven lighting conditions, excessive shadowing, and colour and texture variation in the material. Furthermore, photographic systems have no direct measure of scale, suffer from perspective distortion, lack the capability to distinguish between overlapped and non-overlapped particles, and do not demonstrate the ability to automatically detect visible fines in a realistic way. As a result photographic 2D systems typically require manual editing of the particle delineation to provide a reasonable estimation.

In 1996 the Fragblast 5 conference held a workshop on the measurement of blast fragmentation with the stated aim “to review the state-of-the-art in image processing as applied to measurements of rock fragmentation (Franklin & Katsabanis 1996). Prior to Fragblast 10, this was the most thorough review of systems (photographic 2D) for this purpose. The keynote address from this workshop by Cunningham (1996) is particularly critical in its review of image analysis systems for rock fragmentation and in highlighting common conclusions. Cunningham (1996) noted “that almost every such paper includes a statement such as the system is practical for suitable use ... although further work is required”. Furthermore, “graphs of system output versus sieving results are described as providing good or reasonable correlation” but that “it is often difficult to concur with the sentiments expressed”.

In their review of the Split commercial photographic based 2D system Potts & Ouchterlony (2005) report that for their application the system erroneously assumes the resultant size distribution is uni-modal and they conclude by expressing strong reservations saying 2D “imaging has a certain but limited usefulness when measuring the fragment size distribution in a muckpile or from a belt in an accurate way. It could probably detect rough tendencies in fragmentation variations, if the lighting conditions
do not vary too much, and if cover glasses for camera lenses are kept clean”.

Comparisons have been published between photographic methods and sieving, specifically Wang & Stephansson (1996) and Fernlund [1998]. Wang & Stephansson (1996) performed image analysis on overlapping fragments and reported “a systematic error compared to sieving analysis”. This error is in part due to the inability of photographic 2D image analysis and particle delineation to provide the information necessary to distinguish between entirely (non-overlapped) and partially visible (overlapped) rocks.

There are a number of publications relating to 3D size measurement including Noy (crushed rock, 2006), Frydendal & Jones (sugar beets, 1998), Kim et. al. (river rock, 2003), Lee et. al. (2005), and Thurley (2002,2009,2011). However, Frydendal and Jones (1998) and the presenting author (Thurley & Ng, 2008) are the only publications to remove the bias resulting from overlapped particles. For conveyor belt applications some publications recommend installing a mechanical vibration feeder (Kim et. al. 2003, Lee et. al. 2005) to separate rocks and prevent particle overlap. If there exists the possibility to install a vibration feeder at full-scale in the process it would simplify image analysis, and would likely improve results but with the added cost and maintenance of the additional equipment.

The focus of this research is on systems for online measurement of the particle bed that are non-contact, that is they do not require any additional material handling. If non-contact measurement is required then one must consider overlapped particle error and account for overlapped and non-overlapped particles. Furthermore, in some circumstances, such as examination of rocks in production excavators (Thurley 2009), there is no other option than to account for overlapped and non-overlapped particles.

1.4 Measurement System Overview

This research uses an industrial measurement system on conveyor belt based on laser triangulation (a projected laser line and camera at an offset angle) collecting highly accurate 3D profiles of the laser line approximately 3000Hz. This high speed ensures a high density of 3D point data with a spatial resolution between consecutive points in the direction of the belt of approximately 1mm for a conveyor belt is running at 3m/s. One measurement system is installed at a limestone quarry on the conveyor belt used for ship loading and measures the material on the belt during loading every 30 seconds. This allow measurement of a variety of screened and stockpiled products with a narrow range of sizes and it is against these products the measurement system performance is evaluated. Figure 2 shows an image of the installed laser and camera mounted above the conveyor belt as illustrated in Figure 1.

Using the same laser triangulation technology it is also possible to collect measurement points at 0.1mm spatial resolution and 0.005mm depth resolution as we have done on steel slabs. Using such a setup it should be possible to confidently measure particles with a lower size limit of 1mm and be able to detect overlapped and non-overlapped particles on conveyor belt. An equivalent reduction in measurement speed (one tenth conveyor belt speed) is necessary such as 0.3m/s but it is theoretically possible to improve this using higher power lasers (beyond class 3B).

The computational speed of the analysis process is approximately 20 seconds on a 2.7GHz Intel i7 CPU processing a data set of approximately 1 million 3D points (1.5m long, 800mm wide section of the belt). Furthermore, advances in both algorithmic efficiency and hardware are both available to improve computational time as the image processing operations are readily parallelisable. Computation time could be reduced down to the order of few seconds or less for rapid automatic control applications. Once the analysis can be performed in a under a second then it will to become possible to measure and analyse the entire surface of the material passing under the measurement system.

It is necessary to consider the largest particle size that should be measured and how many of these particles need to be measured to get a statistically valid measurement size. Given the circumstances in this
application we currently use a 1.5m long, 800mm wide conveyor belt sample is sufficient given the material top size of approximately 90 to 100mm.

1.5 Research Background

The presented research builds upon a series of achievements and research developed on both laboratory rock piles and industrial application.

An industrial measurement system on conveyor belt for iron ore pellets (Thurley & Andersson 2007) has been developed using the same laser triangulation measurement technology. The high speed camera system ensures we have a high density of 3D point data at a spacing between consecutive points in the direction of the belt of approximately 0.5mm. This high data density has at least two advantages. Firstly it allows us to detect small sliver regions or crescent-like regions of overlapped particles and ensure that they are not merged into other regions. Secondly, it ensures high resolution when it comes to measuring the size of each iron ore pellet allowing a size distribution with very fine spacing of 5, 8, 9, 10, 11, 12.5, 13, 14, and 16+ mm size classes.

One of the key criteria for particle size measurement is therefore high data density as it defines the capacity to detect small overlapped particles, the lower limit on individual particles that can be reliably detected, and the resolution of size classes detectable.

In addition a demonstration project for size measurement of rocks in underground LHD excavator buckets (Thurley 2009) has been performed. A 3D vision system based on laser scanners was installed on the tunnel roof in a production area of an underground iron ore mine with 3D surface data of the bucket contents being collected as the LHD unit passes beneath. The project successfully demonstrated fragmentation measurement of the rocks in the bucket, identifying overlapped rocks, non-overlapped rocks, and estimation of the sieve-size of the visible rocks. The potential to identify areas-of-fines and prevent misclassification of such regions as large rocks was shown, and used in the presented research.

This research presents advances in three areas:
1. development of an image analysis strategy that works across a broad range of material scales from fine particles (0.2mm), up to (but not limited to) 250mm. A summary of these results is presented but the details of this process are outside the scope of this paper. Background research has been previously published by Thurley (2011) and Thurley & Ng (2005).
2. validation of the capacity to detect areas-of-fines using a variety of test data, and
3. development of a volumetric based particle sizing method that individually sizes each non-overlapped particle, detects areas-of-fines, and incorporates this information into a sieve-size-distribution (by volume). Assuming constant density of the material, this provides an estimation of the sieve-size-distribution by weight.

2 METHOD & RESULTS

2.1 Data Collection

In the installation at the limestone quarry the majority of particles are above 10mm and the system was originally installed to only measure particles at 10mm or larger. Therefore the system collected 3D data points at a spatial resolution of 1mm to ensure sufficient data resolution to identify these particles. This spatial resolution is maintained for the second measurement system located after the crusher so we can easily compare results between the two systems.

A number of different products (size ranges of material) were measured in order to evaluate the system at various scales. Particularly important was to test the system with material below the measurement limit of the system. As the system collects 3D data points with an (x,y) spatial resolution of 1mm it is not possible for the system to identify individual particles close to this spatial resolution. As it is necessary to be able to identify individual particles, and small parts of overlapped particles, it is reasonable to expect that the system cannot detect individual particles below 5mm. Therefore a data set comprising particles in the range 0-2mm was obtained to ensure that there should not be any particles large enough for the system to identify. Measurements were performed on stockpiled products in the size range 0-2, 10-25, 20-40, 40-70, 60-90mm, and then on three data sets from a primary crusher with material in the range 0-250mm.

2.2 Particle Delineation

The first step is to perform the detailed particle delineation (image segmentation) to identify the individual rock particles. These techniques have been applied to laboratory rock piles (Thurley & Ng 2005), in an industrial pellet measurement system (Thurley & Andersson 2007) and rocks on conveyor (Thurley 2011), the latter of which forms the basis of the presented results. The technique is predominantly based on morphological image processing (Dougherty & Lotufo 2003, or any broad textbook on image processing), based largely on various edge detection techniques to facilitate seed formation for the watershed segmentation algorithm (Beucher & Meyer 1992, Dougherty & Lotufo 2003).
Figure 3 shows images of the 3D surface profile of rocks on the conveyor for the 20-40mm data set, and 3 sets from the 0-250mm crusher feed.

Figure 4 shows the automated particle delineation results. Particles have been removed from the delineation on each end of the conveyor in accordance with the sampling and delineation strategy suggested by Pitard (1993), removing all particles whose centre-of-mass is not placed within a defined transverse delineation zone.

The particle delineation is processed further to identify areas-of-fines (Thurley 2009), and non-overlapped particles (Thurley & Ng 2008). These methods work by following the perimeter of every delineated particle and examining the depth variation in the 3D surface data. Regions that are non-overlapped will be consistently above their neighbour regions. Regions that are rocks will typically have large depth variations around the perimeter, whereas regions that are fines will typically have small depth variations. This is because the areas-of-fines are typically over-segmented (contain many seemingly random regions) and the areas-of-fines have slowly varying surface topology (changes in depth).
Figure 5 illustrates this capacity to overcome sub-resolution particle error and automatically detect areas-of-fines, with the 0-2mm data set shown on the left, with the regions from the delineation that were classified as areas-of-fines shown on the right in shaded/coloured blobs. This ensures that areas-of-fines are not mis-sized as large particles. There are regions on the left and right edges of the right data set that were not classified as fines. The data in these areas appears to have some vertically oriented ridges in the data that look significantly like rock structures and so are not detected as fines. An additional data set where the belt was more heavily loaded with the 0-2mm product did not have these ridges and when analysed 98% of cumulative sieve-size distribution was classified as below 5mm. Unfortunately this data was lost on a stolen computer and at the time of writing additional 0-2mm data sets have not been collected. 

Figure 6 shows all particles automatically identified as non-overlapped and illustrates the capacity to overcome overlapped particle error preventing mis-sizing of overlapped particles as small size classes.

2.3 Particle Classification & Sizing

Particle sizing represents a significant improvement in this research to previous work. A new volumetric based sizing has been applied that uses the 3D profile data of each particle, and as a result no "calibration" or statistical matching to expected sieve results was performed in this research.

Particle sizing is performed in the following way;
1. Each region in the particle delineation is classified as fines, overlapped, or non-overlapped based on the methods published earlier by Thurley & Ng (2008) and Thurley (2009).
2. Each region identified as fines is converted into a volume based on the 3D surface profile and the depth of the material on the belt at each point in the 3D surface profile (from a measurement of the weighted-down empty conveyor). The volume beneath the region is assumed to be fines. The fines volume is allocated to a particle size of less than 5mm as this is the predefined minimum size in these cases.
3. Each region identified as overlapped is currently ignored. These regions are analogous to ice-bergs and are a more difficult prospect for sizing. Identifying and ignoring these particles prevents mis-sizing them as smaller particles.
4. Each region identified as non-overlapped is processed as follows;
   a) The best-fit-rectangle in the horizontal plane is calculated for that region. From the length and
width of this rectangle a major axis and a minor axis for the particle is defined, denoted \textit{major, minor}.

b) The 3D surface profile of the particle is analysed to calculate the maximum height, denoted $Z_{\text{max}}$ and minimum height of the particle, denoted $Z_{\text{min}}$

c) The height of the particle $H$ is estimated to be double the known height of the particle, unless this height would make the particle extend below the conveyor belt. The height is approximated by equation (1) as the minimum of the following two expressions where $D_{z \text{min}}$ is the depth of the material on the conveyor at the location of $Z_{\text{min}}$

\[ H = \min \{ 2 \times (Z_{\text{max}} - Z_{\text{min}}), D_{z \text{min}} + Z_{\text{max}} - Z_{\text{min}} \} \quad (1) \]

d) The volume of the particle is approximated using an ellipsoid with axes $H, \text{major}, \text{minor}$. Therefore the volume $V = (4/3) \pi H \text{major} \text{minor}$

e) The sieve-size of the particle is approximated as the minimum value of $H$ and $\text{minor}$. Note that it would be more appropriate to estimate the sieve-size as the side length of the smallest square that can contain an ellipse with $H, \text{minor}$ as its two principle axes and we will use this in the future.

f) All particles with a sieve-size less than 5mm are added to the fines volume.

5. The sieve-size-distribution is calculated by ordering all of the particles by their sieve-size (starting with the fines volume) and calculating the cumulative sum of all of their volumes. Figure 7 and Figure 8 graph these sieve-size-distributions, illustrating the lack of predefined sieve-size-classes in the graphs. This allows any arbitrary sieve-size-classes to be determined after the analysis. Table 1 shows the 20%, 50% and 80% passing values for the curves in both figures.

Performing the analysis on over 6 hours of ship loading data in which the 40-70 and 60-90mm products were being loaded produces the graph shown in Figure 9. Only the 20, 50, and 80% passing values are plotted and one can clearly see when the loading changes and identify the product being loaded at any given measurement based on the 20% and 80% passing values.

<table>
<thead>
<tr>
<th>Sieve-size (mm)</th>
<th>0-2</th>
<th>10-25</th>
<th>20-40</th>
<th>40-70</th>
<th>60-90</th>
<th>0-250</th>
</tr>
</thead>
<tbody>
<tr>
<td>80% passing</td>
<td>5</td>
<td>26.2</td>
<td>40.7</td>
<td>67.8</td>
<td>96.1</td>
<td>165</td>
</tr>
<tr>
<td>50% passing</td>
<td>5</td>
<td>20.5</td>
<td>31.4</td>
<td>55.0</td>
<td>76.0</td>
<td>84.1</td>
</tr>
<tr>
<td>20% passing</td>
<td>5</td>
<td>16.2</td>
<td>22.5</td>
<td>37.4</td>
<td>62.5</td>
<td>47.9</td>
</tr>
</tbody>
</table>

Figure 7. Calculated cumulative sieve-size distribution for the three crusher data sets in Figure 3. Set 1 (solid line) is the top right image in Figure 3, set 2 (dashed line) is the bottom right image, and set 3 (dot-dash line) is the bottom left image.

Figure 8. Calculated cumulative sieve-size distribution for the stockpiled products. From the left most distribution curve the product size is 0-2, 10-25, 20-40, 40-70, and 60-90mm on the far right.

Table 1. Calculated 20, 50, 80 percent passing values (mm) for each product.
3 DISCUSSION

3.1 System Results

The presented research demonstrates a non-contact, automated particle delineation and analysis technique that uses 3D surface profile data on a broad range of material sizes and applies a new sizing strategy to directly calculate the sieve-size-distribution by volume (approximating weight). This allows the capability to install the system without any need to calibrate against manual sieve samples.

The results show a strong relationship to the listed product size range for the pre-sieved products and it is clear from observation of the 3D data in Figure 3 and the cumulative size distributions in Figure 8 that the results trend in the right direction. That is, when large material is on the belt, the size distribution result is larger.

Comparison against manual sieving results is not yet available but will be performed in future work to fine-tune the size estimation methods and investigate the system accuracy.

Based on observation of the results in Table 1, Figure 8 and Figure 9 it is clearly identifiable which sieve curve corresponds to which product, and we can observe that the 20% and 80% passing values come reasonably close to the listed product intervals.

As a result, the presented system could readily be used for measurement, feedback, and even control of crushing, grinding, and agglomeration processes. If located before or after a primary crusher the presented system could also provide feedback to blasting.

The capacity to automatically distinguish between overlapped, non-overlapped and areas-of-fines, and to treat each of these three cases differently is a unique contribution of this body of work and it allows a number of sources of error to be addressed.

3.2 Sources of Error

The following summary identifies how these sources of error have been mitigated, addressed, or ignored;

Particle delineation error is not the subject of this paper, but a detailed investigation is performed by Thurley & Ng (2005). One can note however, that using 3D surface profile data eliminates particle delineation problems due to shadows, and colour variation in the material which can affect photographic 2D systems.

Sub-resolution particle error is mitigated by this implementation as areas-of-fines can be automatically detected and sized as fines instead of being mis-sized as large particles.

Segregation and grouping error remains a constant source of error but appears not to be particularly significant for the stockpiled products. It may have a significant but as yet unmeasured impact on the case of the crusher material but as noted above, these results clearly trend in the right direction allowing the possibility of process control.
Overlapped particle error is entirely mitigated by the presented system as it prevents mis-sizing of overlapped particles as smaller particles.

Capturing error is ignored but could be further investigated in future work if increased accuracy is necessary.

Profile error remains a relevant source of error, as it is not clear how accurate our 3D volumetric estimation is for each individual particle. However, when the sample is considered as a whole, the size-distribution results suggest the profile error is not a significant problem. Further investigation could be performed in the future to evaluate and improve accuracy.

Sample delimitation and extraction is not a significant source of error as a correct delineation and extraction based on centre-of-mass is performed.

Weight estimation is mitigated in this implementation as volumetric estimation of each particle is performed. The assumption of constant density within a sample seems reasonable but will lead to a source of error. Weight estimation in this case reverts back to profile error and the correct estimation of the particles actual 3D volume.

Surface analysis is by definition a source of error. There is no avoiding this error, but there is the possibility to mitigate it further. Future work will include collecting the particle size information and bulk weight information from belt scales. With this information it may be possible to estimate the proportion of hidden fines in the material given the observed particle size distribution and any discrepancy between expected weight and measured weight.

4 CONCLUSION

This research demonstrates algorithms and a measurement system for automated, non-contact, on-line, particle size measurement that can be used without the need to calibrate or statistically correct the measurement results against a priori sieving results. Moreover the research demonstrates how relevant sources of error are addressed and mitigated in order to ensure a system that can be reliable and trend in the right direction. Without mitigating these errors, particularly overlapped particle error, and sub-resolution particle error, it seems unrealistic to expect reliable results. Key outcomes include:

1. The core capabilities to:
   a. automatically delineate particles,
   b. classify delineated regions as overlapped particles, non-overlapped particles, or areas-of-fines, and
   c. size particles based on volume in order to estimate the sieve-size-distribution
2. Sieve-size-distribution results that are close to expected product sizes,
3. Results that trend in the right direction,
4. Results that are clearly appropriate for feedback and control of industrial processes, and
5. A system that can work without any calibration against manual sieving making it easy to setup and maintain.

The presented algorithms are readily applicable to other mining processes, such as the feed hopper to a primary crusher, or in excavator buckets, shovels, drawpoints, and muckpiles, using an alternate appropriate method of collecting 3D surface profile data in that environment.

Some further development and testing is planned including:

1. Large scale testing collecting weeks of production data and comparison to daily manual sieving results.
2. Estimation of hidden fines may be possible based on the presented technique coupled with on-line weight information from belt scales.
3. Improvements in computational speed so that measurements can be performed in a few seconds or faster in order to allow fast automatic control strategies.
4. Improvements and tuning of the sieve-size calculation.
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