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Introduction 
 

The maintenance function is inherent to production, but its activities are not always understood or quantified. A 
characteristic of maintenance is that its activity involves more than a group of people or a workshop and goes 
beyond the limits of a traditional department. 

The scope of maintenance in a manufacturing environment is illustrated by its various definitions. British 
Standards Institute defines maintenance as a combination of all technical and associated administrative activities 
required to keep equipment, installations and other physical assets in the desired operating condition or restore 
them to this condition, some authors indicate that maintenance is about achieving the required asset capabilities 
within an economic or business context, or consists of the engineering decisions and associated actions necessary 
and sufficient for the optimization of specified equipment ‘capability’ where capability is the ability to perform a 
specified function within a range of performance levels that may relate to capacity, rate, quality, safety and 
responsiveness. However, they all agree that the objective of maintenance is to achieve the agreed-upon output 
level and operating pattern at minimum resource cost within the constraints of system condition and safety. 

We can summarize the maintenance objectives under the following categories: ensuring asset functions 
(availability, reliability, product quality etc.); ensuring design life; ensuring asset and environmental safety; 
ensuring cost effectiveness in maintenance; ensuring efficient use of resources (energy and raw materials). For 
production equipment, ensuring the system functions as it should is the prime maintenance objective. 
Maintenance must provide the required reliability, availability, efficiency and capability of production systems. 
Ensuring system life refers to keeping the equipment in good condition to achieve or prolong its designed life. In 
this case, cost has to be optimized to achieve the desired plant condition. Asset safety is very important, as 
failures can have catastrophic consequences. The cost of maintenance has to be minimized while keeping the 
risks within strict limits and meeting the statutory requirements. 

For a long time, maintenance was carried out by the workers themselves, in a more loosely organized style of 
maintenance with no haste for the machinery or tools to be operational again. However, things have changed. 

• First, there is a need for higher asset availability. With scale economies dominating the global 
map, the demand for products is increasing. However, companies suffer financially from the costs 
of expansion, purchase of industrial buildings, production equipment, acquisitions of companies in 
the same sector, and so on. Productive capacities must be kept at a maximum, and organizations 
are beginning to worry about keeping track of the parameters that may affect the availability of 
their plants and machinery.  

• The second concern follows from the first. When organizations begin to optimize their production 
costs and create cost models attributable to the finished product, they start to question maintenance 
cost. This function has grown to include assets, personnel etc., consuming a significant percentage 
of the overall organization budget. Therefore, when companies are establishing policies to 
streamline costs, the question of the maintenance budget arises, followed by questions about the 
success of this budget. They start to consider availability and quality parameters.  

A question that has haunted maintenance throughout history now appears: how do we maximize availability at 
the lowest cost? To answer this question, various methodologies, technologies and batteries of indicators are 
being developed to observe the impacts of improvements. 

 
 

The need to measure maintenance performance 
Organizations are under pressure to continually enhance their ability to create value for their customers and 
improve the cost effectiveness of their operations. In this regard, the maintenance of large-investment assets, 
once thought to be a necessary evil, is now considered a key function for improving the cost effectiveness of 
operations and creating additional value by delivering better and more innovative services to customers. 

With the change in strategic thinking of organizations, the increasing amount of outsourcing and the separation 
of OEMs and asset owners, it is crucial to measure, control and improve the asset maintenance performance.  
Today, with the advances in technology, various maintenance strategies have evolved, including condition based 
maintenance, predictive maintenance, remote-maintenance, preventive maintenance, e-maintenance etc. A main 
challenge faced by most organizations is choosing the most efficient and effective strategies to enhance and 
continually improve operational capabilities, reduce maintenance costs and achieve competitiveness in the 
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industry. Therefore, in addition to formulating maintenance policies and strategies for asset maintenance, it is 
equally important to evaluate the efficiency and effectiveness of these maintenance strategies by measuring their 
performance. 

Maintenance Performance Measurement (MPM) is defined as ‘the multidisciplinary process of measuring and 
justifying the value created by maintenance investment, and taking care of the organization’s stockholder’s 
requirements viewed strategically from the overall business perspective. It is considered an important element in 
understanding the value created by maintenance, re-evaluating and revising the maintenance policies and 
techniques, justifying investments in the adaption of new trends and techniques in providing maintenance 
services, revising resource allocations, understanding the effect of maintenance on other functions and 
stakeholders as well as on health and safety etc.  

Unfortunately, these maintenance metrics have been often misinterpreted and are incorrectly used in many 
companies. The metrics should not be used to show the workers they are not doing their jobs. They should not be 
used to satisfy anyone’s ego; i.e. to show that the company is working well. Performance measurements, when 
used properly, should highlight opportunities for improvement while also detecting problems and, ultimately, 
helping to find a solution. 

The most relevant issue is that maintenance is seen in industry as a necessary evil, an expense or loss the 
organization must incur to keep its production process operative. Because of this, the priorities of many 
companies do not typically focus on maintaining their assets, but on production. The use of objective indicators 
which allow these processes to be evaluated can help to correct deficiencies and increase the production of an 
industrial plant. Many of these indicators may relate the costs of maintaining equipment to production or sales; 
others make it possible to determine whether the availability is adequate and/or what factors should be modified 
to achieve its increase.  

This historical maintenance view mixed with traditional issues of performance measurement creates problems in 
developing and implementing a comprehensive package of maintenance performance management. These 
problems include the human factor in selecting a measurement metric, the application of the metric and the later 
use of the produced measurement, not to mention the need for a delineation of responsibilities in the process. 
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Preface 
 
Today, it is a challenge to develop suitable maintenance strategies with the development of new technologies. 
Initiating strategies and legislation, based on a holistic view of the maintenance process, combined with 
emerging technologies and Information & Communication Technologies (ICT), gives corporate management a 
decision making tools to maximize the result of investments made to anticipate and mitigate the need for 
maintenance.  
 
This proceedings for the “6th International Conference on Maintenance Performance Measurement and 
Management -2016 (MPMM)”, includes pares under six themes, which are closely related to the subject area of 
MPMM. The themes are Asset Management, Big Data in Maintenance, Condition Monitoring, Performance 
Measurement, Fleet Management and New Technology and Solutions. The breadth of the thematic coverage of 
the MPMM 2016 contributions constitutes further evidence that maintenance is a wide and interdisciplinary area 
that leverages on a blend of technology, engineering and management methodologies in order to provide decisive 
contribution to enterprise business goals. As blending technology, engineering and management is a relevant 
means "to go beyond", we believe that this conference and collection of papers provide an important contribution 
to the maintenance discipline. 
 
The organizing committee of the MPMM 2016 awarded the first MPMM lifetime achievement award to Jan 
Frånlund, the honorary Chairman of the Swedish National Maintenance Society for his contribution to the field 
of maintenance. 
 
The editors would like to thank all participants, authors and reviewers for their active involvement and support, 
ScAIEM 2016 for sponsoring MPMM2016 and making the conference a successful event. 
 
 
 
Diego Galar, Dammika Seneviratne 
Editors 

 

 
 

MPMM lifetime achievement award presented to Jan Frånlund by Prof. Uday Kumar, Chaired 
Professor, operation and maintenance division, Luleå University of Technology, Luleå. 
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Intelligent performance analysis with a natural 
language interface 

Esko K. Juuso 
esko.juuso@oulu.fi; 

Control Engineering, Faculty of Technology 
University of Oulu, Finland 

 
 
 

Abstract— Performance improvement is taken as the primary 
goal in the asset management. Advanced data analysis is needed 
to efficiently integrate condition monitoring data into the 
operation and maintenance. Intelligent stress and condition 
indices have been developed for control and condition monitoring 
by combining generalized norms with efficient nonlinear scaling. 
These nonlinear scaling methodologies can also be used to handle 
performance measures used for management since management 
oriented indicators can be presented in the same scale as 
intelligent condition and stress indices. Performance indicators 
are responses of the process, machine or system to the stress 
contributions analyzed from process and condition monitoring 
data. Scaled values are directly used in intelligent temporal 
analysis to calculate fluctuations and trends. All these 
methodologies can be used in prognostics and fatigue prediction. 
The meanings of the variables are beneficial in extracting expert 
knowledge and representing information in natural language. 
The idea of dividing the problems into the variable specific 
meanings and the directions of interactions provides various 
improvements for performance monitoring and decision making. 
The integrated temporal analysis and uncertainty processing 
facilitates the efficient use of domain expertise. Measurements 
can be monitored with generalized statistical process control 
(GSPC) based on the same scaling functions. 

Keywords—Data analysis, nonlinear scaling, trend analysis, 
fuzzy systems, natural language. 

I. INTRODUCTION 
Advanced data analysis is used to integrate process and 

condition monitoring measurements. Dimensionless indices, 
which are obtained by comparing each feature value with the 
corresponding value in normal operation, provide useful 
information on different faults, and even more sensitive 
solutions can be obtained by selecting suitable features [1]. 
Generalized moments and norms include many well-known 
statistical features as special cases and provide compact new 
features capable of detecting faulty situations. A combination 
of real order derivatives and generalized norms [2] can be used 
in various applications [3]. Intelligent indices are developed 
from these features by the data-based nonlinear scaling 
introduced in [4]. 

There are many ways to measure, monitor and analyse 
maintenance and operation performance [5], e.g. harmonized 
indicators [6, 7], key performance indicators (KPI) [8, 9] and 
overall equipment effectiveness (OEE) [10, 11] provide useful 
numeric values. Willmott presents several examples of OEE 
improvements with examples of financial benefits [12]. 

Trend analysis systems have three components: a language 
to represent the trends, a technique to identify the trends, and 
mapping from trends to operational conditions [13]. The 
fundamental elements are modelled as triangles to describe 
local temporal patterns. The elements are defined by the signs 
of the first and second derivative, respectively. They are also 
known as triangular episodic representations [14].  

Changing operating conditions need to be taken into 
account in prognostics since new phenomena activate gradually 
with time. In the condition-based maintenance (CBM), the 
most obvious and widely used form of prognostics is to predict 
how much time is left before a failure occurs. The time left 
before a failure is usually called remaining useful life (RUL) 
[15]. The wear conditions collected up to the current inspection 
are used in [16] to define the time for the next inspection. 
Wang compared Weibull and Gamma distributions in 
parameter estimation [17]: the distribution of residual time 
starts from the normal distribution and moves through skew 
distributions to a very narrow distribution when an actual 
failure progresses. 

Fatigue is progressive, localised structural damage caused 
by repeated loading and unloading. The history of the analysis 
already began in 1837, when Wilhelm Albert published the 
first fatigue test results [18]. Wöhler concluded that cyclic 
stress range is more important than peak stress and introduced 
the concept of the endurance limit. The effects of each stress 
level are taken into account in the calculations of cumulative 
damage from individual contributions [19, 20]. 

Fuzzy set theory first presented by Zadeh form a conceptual 
framework for linguistically represented knowledge [21]. The 
extension principle is the basic generalisation of the arithmetic 
operations if the inductive mapping is a monotonously 
increasing function. Several fuzzy modelling approaches can 
be combined: fuzzy arithmetics is suitable both for processing 
the fuzzy inputs and outputs of the rule-based fuzzy set system; 
fuzzy inequalities produce new facts; fuzzy relations can be 
represented as the sets of alternative rules, where each rule has 
a degree of membership [22]. 

This paper focuses on the methodologies of developing 
intelligent performance measures based on the nonlinear 
scaling of measurements and domain expertise. The solutions 
aimed for performance monitoring and decision making is 
enhanced with temporal analysis, uncertainty processing and 
natural language interface. 
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II. DATA ANALYSIS 
Detecting operating conditions and faults can be based on 

data analysis of various types of measurements (Fig. 1). The 
feedback information comes from performance indices. 
Nonlinear scaling brings all these to the same scale as numeric 
values and linguistic meanings. 

 

 
Fig.1. Detecting operating conditions and faults [23]. 

A. Features 
Normalisation or scaling of the data is needed since 

measurements with considerably different magnitudes cause 
problems in modelling. The nonlinear scaling extends 
modelling to various statistical distributions and allows 
recursive tuning. 

Arithmetic mean and standards deviation, which are the key 
statistical features in industrial practice, are special cases of 
generalized norms 
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where the order of the norm ℜ∈p  is non-zero. The analysis 
is based on consecutive equally sized samples. Duration of 
each sample is called sample time, denoted τ, and N is the 
number values in the sample. For waveform signals, the 
number of signal values sNN τ= , where sN  is the number of 
signal values which are taken in a second. The norm (1) has the 
same dimensions as the signals )(α

j
x , where α is the order of 

derivation, e.g. α =2 for widely used acceleration signals. The 
analysis can also use derivated signals. The generalized norms 
were introduced for condition monitoring [2, 3]. The norm 
values increase monotonously with increasing order if all the 
signals are not equal. 

The computation of the norms can be divided into the 
computation of equal sized sub-blocks, i.e. the norm for several 
samples can be obtained as the norm for the norms of 
individual samples. The same result is obtained using the 
norms of the sub-blocks: 
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where Ks is the number of samples. Each sample has N variable 
values. As the aggregation can be continued to longer and 
longer time periods, this generalizes the practice used 
automation systems for the arithmetic means. 

 High order derivatives of the acceleration signal improve 
fault detection [2, 3]. Stress analysis can be done without 
derivation, but the sensitivity is improved when higher orders α 
are used. Spectral norms also answer the question of which 
frequency range the changes are in since they combine the time 
domain analysis with the frequency domain analysis [24]. 

B. Performance indicators 
 Harmonized indicators are used for monitoring 
maintenance actions on a management level, where the 
indicators are based on cost, time, man-hours, inventory value, 
work orders and cover of the criticality analysis [6, 7]. 

Key performance indicators (KPIs) are quantifiable 
measures which reflect the critical success factors and the goals 
of the organization. KPIs differ depending on the organization 
and can focus on different parts and levels of the process. 
Accurately defined and measured KPIs provide feedback 
information for decision making. The maintenance function 
covers various aspects, including quality assurance, financial, 
reliability, planning, execution, strategic, data completeness, 
logistics and competency [9]. The performance metrics can be 
assessed with the SMART criteria: specific, measurable, 
attainable, realistic and timely [8]. 

Overall equipment effectiveness (OEE) is a set of broadly 
accepted non-financial metrics which reflects the 
manufacturing success by availability (uptime), performance 
rate and quality rate [10, 11]. 

C. Nonlinear scaling 
The z-score based linear scaling solutions are extended to 

asymmetric nonlinear scaling functions f defined by two 
second order polynomials (Fig. 2). The parameters of the 
polynomials are defined with five parameters corresponding 
the operating point jc  and four corner points of the feasible 
range [25]. The feasible range is defined as a trapezoidal 
membership function defined by support and core areas, see 
[26]. The scaling functions are monotonously increasing 
throughout the feasible range, see [22, 27]. This is satisfied if 
the coefficients,  
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The scaled values are obtained by means of the inverse 
function 1−f : 

      















≤−

≤≤−
−−+−

≤≤−
−−+−

≥

=
−−−

+

+++

)min(2

)min(2
2

)(4

)max(2
2

)(4

)max(2

2

2

jj

jjj
j

jjjjj

jjj
j

jjjjj

jj

j

xxwith

cxxwith
a

xcabb

xxcwith
a

xcabb

xxwith

X

(4) 

where −
ja , −

jb , +
ja  

and +
jb  are coefficients of the 

corresponding polynomials represented by 

 

.)3(
2
1

,)1(
2
1

,)3(
2
1

,)1(
2
1

+++

+++

−−−

−−−

∆−=

∆−=

∆−=

∆−=

jjj

jjj

jjj

jjj

cb

ca

cb

ca

α

α

α

α

      (5) 

 Data-based tuning by using generalized norms and 
skewness was introduced in [4]. The constraints are taken into 
account by moving the corner points or the upper and lower 
limits if needed. The systems can be tuned with genetic 
algorithms [27]. 

 
Fig.2. Feasible shapes of membership definitions fj and corresponding 
derivatives Dj: coefficients adjusted with the core (left) and support (right). 
Derivatives are presented in three groups: (1) decreasing and increasing, (2) 
asymmetric linear, and (3) increasing and decreasing [27]. 

D. Intelligent indices 
Intelligent indices are obtained from measurements and 

features by the nonlinear scaling approach. The indices 
obtained from short samples are aimed for use in the same way 
as indirect measurements, e.g. to indicate stress or condition 
(Fig. 1). Several indices can be combined in linguistic equation 

(LE) modelling since the indices are dimensionless. Grouping 
is important for large scale systems [28]. 

The cavitation index is an example of a stress index [4]: the 
approach provides four levels whose values ranges shown in 
TABLE I are consistent with the limits of the vibration severity 
ranges defined in [29, 30]. Strong cavitation can be avoided 
with better allocation of the energy production [31].  

In a hot rolling mill, the stress indices were developed by 
using torque measurements: the feature is difference between 
the effective and average values, i.e. 
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where jx  is the fillet split. The time interval can be different 
for the passes. Since the orders of the norm are here 1 and 2, 
also negative values of jx can be used [32]. 

Stress indices for the front axle of a load haul dumper 
(LHD) have been developed from acceleration signals by using 
feature )max( 4

2
5 M . The analysis provides good indications of   

different stress contributions in these machines, which operate 
in harsh conditions where failures may be difficult to repair 
[33]. The cumulative stress method has recently been used in 
the monitoring of a rod mill [34], [35]. 

TABLE I. SEVERITY OF CAVITATION [4] 

Level 
Severity classification 

Cavitation index Cavitation level Severity 

1 1)4( −<CI  Cavitation-free Good 

2 01 )4( <≤− CI  Short periods of weak 
cavitation Usable 

3 10 )4( <≤ CI  Short periods of 
cavitation Still acceptable 

4 1)4( ≥CI  Cavitation Not acceptable 

 

Intelligent indices based on two generalized norms are 
highly sensitive to faulty situations in the supporting rolls of a 
lime kiln. Surface damage and misalignment are clearly 
detected. The data set covers surface problems, good 
conditions after grinding, misalignment, stronger 
misalignment, very good conditions after repair work, and very 
good conditions one year later [4]. Sensitivity is also improved 
for weak friction and small fluctuations. This is useful in 
detecting lubrication problems. All the supporting rolls can be 
analyzed using the same approach throughout the data set. The 
results are consistent with the vibration severity criteria: good, 
usable, still acceptable, and not acceptable.  

The condition indices of the LHD machine need to be 
obtained repeatedly in similar steady operating conditions [33]. 
Extensions to real and complex order derivatives are discussed 
in [36]. 
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III. TEMPORAL ANALYSIS 
Fluctuations, trends and models are used in temporal 

analysis for all types of measurements, features and indices. 
Recursive updates of the parameters are needed in prognostics. 

A. Fluctuations 
The fluctuations are evaluated as the difference of the high 

and the low values as a difference of two moving generalized 
norms: 
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where the orders ℜ∈Hp  and ℜ∈Lp  are large positive and 
negative, respectively. The norms are calculated from the latest 
Ks +1 values, and an average of several latest values of )(kxF

j∆  
is used as the feature of fluctuation. The feature, which was 
originally developed for control [37], is easy to calculate and 
more robust than using the difference of the actual maximum 
and minimum. 

 The fluctuation indices are calculated from features (7) by 
the nonlinear scaling. Similar calculations can be done for  
intelligent indices if the variations close to the normal 
conditions are important. 

B. Trend analysis 

For any variable jx , a trend index )(kI T
j  is calculated 

from the scaled values jX  with  
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which is based on the means obtained for a short and a long 
time period, defined by delays jSn )(  and jLn )( , respectively. 

The weight jw  is variable specific. The index value is in the 
linguistic range [-2, 2] representing the strength of both the 
decrease and increase of the variable jx . [38] 

Episode alternatives are shown in Fig. 3. An increase is 
detected if the trend index exceed a threshold +> 1)( εkI T

j . 

Correspondingly, −< 1)( εkI T
j  for a decrease. The derivative of 

the index )(kI T
j , denoted as )(kI T

j∆ , extends the analysis to 
nonlinear episodes. Trends are linear if the derivative is close 
to zero: +− <∆< 22 )( εε kI T

j . The concave upward monotonic 
increase (D) and the concave downward monotonic decrease 
(B) are dangerous situations, which introduce warnings and 
alarms. The concave downward monotonic increase (A) and 
the concave upward monotonic decrease (C) mean that a 
harmful trend is stopping. 

Severity of the situation can be evaluated by a deviation 
index 
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whose absolute values are highest when the difference to the 
set point is very large and is getting still larger with a fast 
increasing speed. 

The trend analysis is tuned to applications by selecting 
variable specific the time periods jLn )(  and jSn )( . The 

thresholds 5.02211 ==== +−+− εεεε . Further fine-tuning 
can be done by adjusting the weight factors 1T

jw  and 2T
jw  used 

for the indices )(kI T
j  and )(kI T

j∆ . The calculations are done 
with numerical values and the results are represented in natural 
language [39]. 

 
 

Fig.3. Intelligent trend analysis [38]. 

Trend indices can be calculated from the scaled values of 
measurements and features, intelligent indices and linguistic 
information. Interpretation in natural language follows the 
same guidelines. 

C. Prognostics 
In a load haul dumper (LHD), the cumulative stress 

increases fast during the high stress periods and increase is 
practically stopped when the stress is low since only stress 
indices are taken into account in the cumulative stress. [33] 
Recursive updates of the scaling functions become important in 
prognostics since the machine or process device is in good 
condition in the starting point. The rough early estimates are 
gradually refined if the failure predictions are not yet real. The 
interaction models are not changed [40]. 
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D. Risk analysis 
Varying operating conditions have been taken into account 

in fatigue analysis [32, 41] by representing the Wöhler curves 
with a linguistic equation 

 ),(log10 CS NI =       (10) 

 

where the stress index is the scaled value of stress,  

 .)()( 11 p
iS MfSfI α

τ−− ==       (11) 

 

The scaling of the logarithmic values of the number of cycles,
)(kNC
, is linear. In each sample time, τ , the cycles )(kNC  

are obtained by (10) and added to the previous contributions by 

 ,
)(

)1()(
kN

kCkC
C

τ
+−=       (12) 

 

where the value range of the sum C is scaled to provide the 
fatigue risk in percents (%).  

 The high stress contributions dominate in the 
summation. Correspondingly, the very low stress periods have 
a negligible effect, which is consistent with the idea of infinite 
lifetime.  The summation of the contributions also reveals 
repeated loading and unloading, and the individual 
contributions provide indications for the severity of the effect. 
The stress levels can be followed by a generalized statistical 
process control approach [42]. At the risk level higher than 
60%, a single high torque level can have a strong effect on the 
activation of a failure.  

 

IV. UNCERTAINTY PROCESSING 
Scaling functions developed in data analysis are the basis of 

the uncertainty processing. All scaled values and fuzzy terms 
can be interpreted in natural language. The fuzzy interface is 
also used to introduce additional expert knowledge in the 
calculations. 

A. Varying operating conditions 
The features and indices are calculated with problem-

specific sample times and the variation with time is handled as 
uncertainty by presenting the indices as time-varying fuzzy 
numbers. The classification limits can also be considered 
fuzzy. 

The parameters of the scaling functions are specific to 
operating conditions, some changes can be taken into account 
switching the parameter sets. The parameters become fuzzy 
numbers if the time period includes different operating 
conditions. The results of the fuzzy scaling are fuzzy numbers 
for crisp values as well. All intelligent indices, including 
fluctuation, trend and deviation indices, can be presented as 
fuzzy numbers. 

B. Knowledge-based information 
Domain expertise can include information about levels 

which can be translated into fuzzy numbers. The labels {very 
low, low, normal, high, very high} or {fast decrease, decrease, 
constant, increase, fast increase} can be represented by number 
{-2, -1, 0, 1, 2}. Different shapes of membership definitions 
result different sets of default membership functions: the 
locations depend on the core, the support and the centre point. 
However, the linguistic data can be understood as scaled 
values, whose membership functions are equally spaced, i.e. {-
2, -1, 0, 1, 2}. The overlap between adjacent linguistic terms 
expresses a smooth transition from one term to the other. [43] 

The fuzzy sets can be modified by fuzzy modifiers, which 
are used as intensifying adverbs (very, extremely) or 
weakening adverbs (more or less, roughly). The resulting 
terms, e.g. 

 ,AroughlyAlessormoreAAveryAextremely ⊆⊆⊆⊆  (1) 

 

correspond to the powers {4, 2, 1, ½, ¼} of the membership in 
the powering modifiers. The vocabulary can also be chosen in 
a different way, e.g. highly, fairly, quite [43]. Only the 
sequence of the labels is important. Linguistic variables can be 
processed with the conjunction (AND), disjunction (OR) and 
negation (NOT). More examples can be found in [44]. 

C. Fuzzy calculus 
Fuzzy calculus is suitable for processing fuzzy inputs and 

outputs in the rule-based fuzzy set systems, but the rule-based 
system is not necessarily needed (Fig. 4). The extension 
principle is the basic generalisation of the arithmetic operations 
if the inductive mapping is a monotonously increasing function 
of the input. The interval arithmetic presented by Moore [45] is 
used together with the extension principle on several 
membership α-cuts of the fuzzy number jx  for evaluating 
fuzzy expressions [46-48]. Fuzzy inequalities produce new 
facts like A ≤ B and A = B for fuzzy inputs A and B. 
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Fig. 4. Combined fuzzy set system [22]. 

D. Fuzzy rule-based solutions 
In the combined systems, the fuzzy inputs can be fuzzy 

numbers or crisp inputs processed by fuzzy scaling functions 
(Fig. 4). The results can be defuzzified to crisp values, 
processed with fuzzy arithmetics or passed to other fuzzy set 
systems. 

Type-2 fuzzy models introduced by Zadeh in 1975 take into 
account uncertainty about the membership function [49]. Most 
systems based on interval type-2 fuzzy sets are reduced to an 
interval-valued type-1 fuzzy set. Special cases of fuzzy 
linguistic equation models, which can be understood as 
linguistic Takagi-Sugeno (LTS) type fuzzy models, are robust 
solutions for applications where the same variables can be used 
for defining operating areas and in the submodels. No special 
smoothing algorithms are needed [50]. 

V. OPERATION AND MAINTENANCE MANAGEMENT 
The nonlinear scaling approach is the basis of the consistent 

natural language interface. 

A. Monitoring and control  
The keys of the natural language interface are the 

monotonously increasing, nonlinear scaling functions, which 
are obtained by generalized norms and moments or defined 
manually based on domain expertise. The variable specific 
parameters can be recursively updated by using the 
corresponding norms and new data samples. Also the orders of 
the norms can be updated after drastic changes. Since the 
parameters specific to operating conditions, some changes can 
be taken into account switching the parameter sets. 
Uncertainty, fluctuations and confidence in results are 
estimated by a difference of norms of high positive and 
negative order, respectively. [39] 

Feature levels, uncertainty, trends, trend episodes and 
severity can be evaluated by using scaled values, fluctuation, 
trend indices and derivatives of trend indices (TABLE II). 

TABLE  II. MONITORING INTERFACE [39] 

Task 

Features / indices 

Scaled 
value 

Variation / 
Fluctuation 

Trend 
index 

Derivative 
of trend 
index 

Level x    

Uncertainty  x   

Trend   x  

Trend episodes   x x 

Trend severity x  x x 

 

All indices are in the range [-2, 2] and interpreted in natural 
language labels, e.g. {very low, low, normal, high, very high}. 
The trend index )(kI T

j ) represents levels {fast decrease, 
decrease, constant, increase, fast increase}, the derivative   

)(kI T
j∆  levels {fast accelerating decrease, accelerating 

decrease, constant change, accelerating increase, fast 
accelerating increase} and the deviation index )(kI D

j  {serious 
decrease, decrease, normal, increase, serious increase}, 
respectively. The fuzzy partition of all these can be refined by 
using more levels. 

Advanced signal processing and feature extraction is 
combined with nonlinear scaling to obtain condition and stress 
indices in [33]. More information can be collected with 
reliability-centered maintenance (RCM) [5], and finally, all this 
can be monitored with statistical process control (SPC) [40]. 

Increased computational power in small programmable 
controllers and sensors open new possibilities for the efficient 
on-site calculations. Programmable automation controllers 
(PACs) make the algorithm testing efficient since the software 
can be updated easily and measurement setup can be 
customized. Several aspects connected to on-site calculations 
present a method for extracting meaningful numbers from high 
frequency vibration data [51, 52].  

The monitoring interface is aimed to utilize on-line 
measurements in stabilizing, optimizing and coordinating 
control. 

B. Control strategies and Maintenance 
Process control systems in industry include centralized or 

decentralized process controllers coupled with hosts, 
workstations and several process control and instrumentation 
devices, such as field devices. Applications are related to 
business functions in Enterprise resource planning (ERP) or 
maintenance functions in computerized maintenance 
management systems (CMMS). Smart field devices can 
include equipment monitoring applications which are used to 
help monitor and maintain the devices. [23] 

Maintenance information is collected from various sources: 
condition monitoring measurements, performance indicators, 
including harmonized indicators, key performance indicators 
and overall equipment effectiveness (OEE). The systems 
include a huge amount of event information, which is not 
necessarily in a numeric form. The natural language 
information can be understood in the range [-2, 2] through 
linguistic levels and modifiers related [42].  

At this level, the temporal analysis and uncertainty 
processing become important in detecting operating conditions. 
Model-based predictions and recursive updates of the 
parameters are needed in decision making, where the adaption 
of the control strategies is used in scheduling the condition-
based maintenance actions. 

C. Management 
Performance indicators are specific for different industrial 

areas [8], [12]. The nonlinear scaling brings the performance 
levels to a consistent range, which can be understood in 
linguistic terms. The levels and their improvements are 
represented in natural language, e.g. ’excellent improvement 
from poor performance to good performance’ [5]. Aggregation 
is needed for the information obtained from other levels. 
Uncertainty processing is increasingly important in this level.  
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VI. CONCLUSIONS 
The nonlinear scaling approach is the main part of the data 

processing chain which is the integrating part of the natural 
language interface. The calculations are done in numeric forms, 
but the levels and all the indices based on them can be 
represented in natural language. The system includes integrated 
temporal analysis and uncertainty processing which facilitates 
the efficient use of domain expertise. 
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Appendix: Intelligent performance analysis with a natural language interface 
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Abstract—Fault diagnosis is useful in helping technicians 
detect, isolate, and identify faults, and troubleshoot. 
Bayesian network (BN) is probabilistic graphical model 
that effectively deals with various uncertainty problems. 
This model is increasingly utilized in fault diagnosis. 
This paper presents bibliographical review on use of BNs 
in fault diagnosis in the last decades with focus on 
engineering systems. This work also presents general 
procedure of fault diagnosis modeling with BNs; 
processes include BN structure modeling, BN parameter 
modeling, BN inference, fault identification, validation, 
and verification. The paper provides series of 
classification schemes for BNs for fault diagnosis, BNs 
combined with other techniques, and domain of fault 
diagnosis with BN. This study finally explores current 
gaps and challenges and several directions for future 
research.  
 
Index Terms—Bayesian networks, fault diagnosis. 

I. INTRODUCTION 
ITH rapid development of modern industrial systems, 
systematic complexity increases constantly. 

Therefore, fault diagnosis must be utilized to obtain high 
reliability and availability. Fault diagnosis quickly detects 
process abnormality and component fault and identifies root 
causes of these failures by using appropriate models, 
algorithms, and system observations. Therefore, fault 
diagnosis system is useful in assisting operations staff to 
detect, isolate, and identify faults and to aid in 
troubleshooting.  

In general, fault diagnosis approaches can be classified 
into three categories: model-based [1], signal-based [2], and 
data-driven approaches [3]. In model-based approach, focus 
is on establishing mathematical models of complex 
industrial systems. These models can be constructed by 
various identification methods, physical principles, etc. 
Signal-based approach uses detected signals to diagnose 
possible abnormalities and faults by comparing detected 
signals with prior information of normal industrial systems 
[4]. Usually, difficulty occurs in building accurate 
mathematical models and obtaining accurate signal patterns 
for complex industrial and process systems. Data-driven 
fault diagnosis approach requires large amount of historical 
data, rather than models or signal patterns [5]. Therefore, 
data-driven methods are suitable for complex industrial 
systems. 

Data-driven fault diagnosis approach is also called 
knowledge-based fault diagnosis approach. Knowledge 
information can be obtained based on either statistical or 

non-statistical approach. Data-driven approach can be 
categorized into statistics-based and non-statistics-based 
fault diagnosis approaches [5]. The former includes 
principal component analysis [6], independent component 
analysis [7], and support vector machine [8], whereas the 
latter includes neural network [9], fuzzy logic [10], etc. 

BN is an important probabilistic graphical model, which 
can deal effectively with various uncertainty problems based 
on probabilistic information representation and inference. 
As representational tool, BN is quite attractive for three 
reasons. First, BN is consistent and complete represents and 
defines unique probability distribution over network 
variables. Second, the network is modular; its consistency 
and completeness are ensured using localized tests, which 
are only applicable to variables and their direct causes. 
Third, BN is compact representation, as it allows 
specification of exponentially sized probability distribution 
using polynomial of probabilities [11]. Hence, this tool is 
deeply researched and widely used in many domains 
ranging from reliability engineering [12–14], risk analysis 
[15], and safety engineering [16] to resilience engineering 
[17].  

During the last decades, BNs are studied and utilized in 
domain of fault diagnosis, which is typically data-driven 
approach. BN-based fault diagnosis models are established 
using huge amount of historical data. Diagnosis is conducted 
by backward analysis with various algorithms [18]. That is, 
we input observed information into evidence nodes, update 
posterior probabilities of fault nodes based on BN inference, 
and identify root causes of failure using identification rules. 
Research attracted considerable attention, solved some 
important problems of BN-based fault diagnosis, and 
focused on challenging problems. A large number of 
literatures, including theory research and project application, 
were about conference proceedings and technical reports. To 
our knowledge, literature never reviewed use of BNs in fault 
diagnosis.  

This paper aims to review latest research results of BN-
based fault diagnosis approaches to provide reference and to 
identify future research directions for fault diagnosis 
researchers and engineers. The remainder of the paper is 
organized as follows. Section II presents general procedures 
of fault diagnosis with BNs. Section III introduces types of 
BNs for fault diagnosis; these types include BNs, dynamic 
Bayesian networks (DBNs) and object-oriented Bayesian 
networks (OOBNs). Section IV identifies few on-going and 
upcoming research directions. Section V summarizes this 
paper.  
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II. PROCEDURES OF FAULT DIAGNOSIS WITH BNS 
Fault diagnosis procedures with BNs consist of BN 

structure modeling, BNs parameter modeling, BN inference, 
fault identification, and validation and verification. Figure 1 
provides detailed flowchart of the process.  
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Fig 1. Flowchart of BN-based fault diagnosis 

A. BN structure modelling 
Several methods were reported in constructing BN 

structure models for fault diagnosis. Three main methods 
include cause-and-effect relationship, mapping algorithms, 
or structuring learning. Per cause-and-effect relationship 
method, one reflects on their knowledge and experience 
about faults and fault symptoms and then captures them into 
a BN. That is, network structure is established based on 
causal relationship between faults and fault symptoms. 

BN structure is usually composed of two layers of events:  
fault layer and fault symptom layer. For example, Dey and 
Stori [19] presented BN-based process monitor and fault 
diagnosis method for combining multi-sensor data during 
machining operation to diagnose root causes of process 
variations. Root layer and evidence layer consist of structure 
of proposed BNs for root cause diagnosis.  

Aside from two basic layers, other layers representing 
various information are added and established in BN 
structure to improve fault diagnostic performances. Cai et al. 
[20] developed BN-based ground-source heat pump fault 
diagnosis system by fusing multi-sensor data. A new layer, 
which is observed information layer, is established to 
connect to the fault layer directly for improving 
performance and increasing fault diagnosis accuracy.  

Per mapping algorithms, one automatically synthesizes 
BN from other type of formal knowledge or models, such as 
fault tree and bow tie models. Lampis and Andrews [21] 
proposed a system fault diagnosis method by converting 
fault trees into BNs. These people built non-coherent fault 
tree model for fault diagnosis of systems and mapped it to 
BNs following a two-step rule.  

According to structure learning, BN structure can be 
constructed based on learning from data related to faults and 
fault symptoms when sufficient data are available. Given 
that learning is inductive process, principle of induction 
guides construction processes, such as maximum likelihood 
approach and Bayesian approach. Jin et al. [22] presented 
BN-based fault detection and diagnosis method of assembly 
fixture. These scientists proposed structure learning method 
by using mutual information test to obtain causal 
relationships among fixture and sensor nodes.  

Former two methods are sometimes known as knowledge 
representation methods, whereas the third one is known as 
machine learning method. Networks constructed by 
knowledge representation methods have different nature 
from those constructed by machine learning method. For 
example, former networks had larger sizes and placed 
harsher computational demands on reasoning algorithms. 
Moreover, these networks had significant amount of 
determinism (i.e., probabilities equal to 0 or 1), allowing 
them to benefit from computational techniques, which may 
be irrelevant to networks constructed by machine learning 
method [11]. However, the former two methods, especially 
cause-and-effect relationship method, may produce 
inaccurate models. Although structure learning method is 
more accurate, difficulty or impossibility sometimes arise 
from obtaining available and sufficient data for learning. Of 
course, simulation methods can be used to generate required 
data to fill this gap.  

B. BN parameter modeling 
BNs parameter model consists of prior probability of root 

nodes and conditional probability of leaf nodes. Prior 
probabilities of events are calculated before acquisition of 
new evidence, observation or information. These data can be 
achieved from expert knowledge and experience and 
statistical results of historical, simulated, and experimental 
data. With increasing prior probability, events have higher 
probability of happening. In general, in fault diagnosis, we 
assume that prior probabilities of all fault nodes are identical 
to emphasize posterior probabilities with new observations 
[20]. 

Conditional probabilities expectedly take place when 
other events are known to occur. These probabilities are 
usually contained in conditional probability table (CPT). 
Various ways exist for obtaining CPTs generally fall into 
two main approaches: knowledge elicitation from experts 
and data-driven parameterization through machine learning 
methods. Knowledge elicitation from experts has 
disadvantages, including specificity of exponential growth 
of parameters. To specify complete CPT for child node m 
with sm states and n parent nodes,  ∏ =

−
n

i im ss
1

)1(  

probabilities should be evaluated; si is number of states of 
parent node i [23]. Suppose that we have variables with n 
parents, and that each variable has only two values. We then 
need 2n independent parameters to completely specify CPT 
for the variable. Modeling arises as number of parents, n, 



 

ISBN 978-91-7583-841-0   28 

becomes larger. Noisy-OR and noisy-MAX models were 
reported to simplify knowledge elicitation from experts of 
CPTs.  

When a node is Boolean type and has normal and 
abnormal states, which can be detected by sensors, node 
CPT can be simplified with noisy-OR model. Supposing that 
all nodes are Boolean, several causes X1, X2, …, Xn lead to 
an effect Y, and CPT can be generated with only n 
parameters, and q1, q2, …, qn are obtained using the 
following: 

 1 2
1

( 1| , ,..., ) 1
n

n i
i

P Y X X X q
=

= = −∏         

(1) 
where qi is probability for each parent with false Y when Xi 
is true, and all other parents are false [24]. 

Recently, Cai et al. utilized noisy-OR and noisy-MAX 
models to determine complete CPTs of BNs for fault 
diagnosis of complex industrial systems, such as ground-
source heat pump [20] and subsea production systems [24]. 
Kraaijeveld and Druzdzel [25] proposed method to simplify 
and speed up design in constructing diagnostic BNs, and 
interaction among variables was modeled by noisy-MAX 
gates. Notably, knowledge elicitation from experts using 
noisy models may cause errors even in diagnostic results 
because of independent assumptions of these models. 

Noisy models are for local structures only. Each noisy 
model is based on assumptions about interactions of parents 
with their common child. When assumption corresponds to 
reality, then noisy models are used for local structure. 
Otherwise, resulting Bayesian network will be inaccurate 
model (but it could be a good approximation). 

CPTs are also generated through BN parameter learning 
from historical data. This method is similar to structure 
learning; its advantage includes more accurate BN 
parameter model, whereas its disadvantage is difficult and 
sometimes impossible acquisition of available and sufficient 
historical data. For instance, SIAM database was used for 
learning of CPTs of BN models for railway diagnosis [26].  

C. BN inference 
Based on conditional independence assumptions and 

chain rules, joint probability of variables U = {A1, A2, …, 
An} can be calculated as follows: 

 ∏
=

=
n

i
ii APaAPUP

1

))(|()(                       

(2) 
where Pa(Ai) is parent node of Ai in BNs. 

BNs can perform backward or diagnostic analyses with 
various kind of inference algorithms based on Bayes’ 
theorem, which is as follows: [27] 
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(3) 
In general, inference algorithms are divided into exact 

inference and inferences. Exact inference algorithms can 
compute exact probabilities of variables and include 
message-passing, conditioning, junction tree, symbolic 
probabilistic inference, arc reversal/node reduction, and 
differential algorithms. Approximate inference computes 
approximate probabilities of variables with statistical 
approach. This inference includes algorithms for stochastic 
sampling, search-based algorithm, and loopy belief 

propagation algorithm. For complex BNs, inference is NP 
hard problem.  

Exact inference algorithms, for example, junction tree, 
were used in fault diagnosis of single-tank systems [28] and 
end-to-end service quality of qualitative diagnosis [29]. 
Complexity in exact inference algorithms leads to surge of 
interest in approximate inference algorithms, which are 
generally independent of treewidth. Today, approximate 
inference algorithms are the only choice for networks 
having large treewidth. Yet, such algorithms lack sufficient 
local structure. For example, Wiegerinck, et al. [30] adapted 
variational methods with tractable structures to develop 
approximate inference algorithm of BNs for medical 
diagnosis.  

D. Fault identification 
Fault identification is conducted based on posterior 

probabilities of fault nodes based on provided evidence. 
Only probabilities of faults can be given, but definite 
diagnostic results cannot be drawn per posterior 
probabilities. Overall, corresponding fault has higher 
probability of occurrence with increasing posterior 
probability.  

For some fault diagnoses, diagnostic result is directly 
determined by posterior probability. For instance, in BN-
based fault diagnosis systems for manufacturing tests of 
mobile telephone infrastructure, nodes with highest posterior 
probability of failure state were considered as either tokens 
to second BN or advice nodes. When nodes were the former, 
existing BN was saved as case, and other BNs defined in the 
token were loaded. In case of the latter, nodes were 
considered to be advice nodes [31]. In BN-based control 
loop diagnosis, according to maximum a posteriori 
principle, the mode with biggest posterior probability is 
potential fault mode, and abnormalities related to this fault 
mode were root causes of failure [32]. Notably, used 
algorithm may cause some errors when posterior probability 
is used directly for fault identification, because some faults 
have inherently high prior probability (before BN 
inference), or simultaneous faults may exist. Therefore, to 
increase accuracy and robustness of fault diagnosis, a series 
of fault identification rules were reported for determination 
of diagnostic results. 

In BN-based inverter fault diagnosis, the following 
identification methods are defined: (a) system reports a 
single open-circuit of switch with highest posterior 
probability when it is higher than 70%, or 50% higher than 
the second highest one; (b) system reports double open-
circuit failure of switch with highest and second highest 
posterior probabilities when both are higher than 70% or 50 
higher than the third highest one [33]. Remarkably, for 
different fault diagnosis systems, one should develop 
corresponding different fault identification rules. This goal 
requires complex work, because rules must be defined, 
tested, and revised repeatedly until achievement of 
satisfactory diagnostic performance.  

E. Verification and Validation 
Model verification and validation are significant aspects 

of fault diagnosis because they provide reasonable 
confidence to diagnostic results. Many methods, such as 
sensitivity analysis, conflict analysis, simulation and 
experimental research, are used for BN-based fault 
diagnosis verification and validation. Specifically, 
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sensitivity analysis can be used for model verification, and 
the four methods can all be used for model validation. 

Sensitivity analysis can be conducted by using mutual 
information of fault nodes and fault symptom nodes. Let us 
use an entropy function provided as Eq. (6) to represent 
uncertainty of a system; mutual information is defined as 
uncertainty reducing potential of X given the original 
uncertainty in T prior to consulting X [34]. Mutual 
information of T and X can be expressed as Eq. (7), as 
follows. 

 ∑−=
t

tPtPTH )(log)()(                       

(4) 
where P(t) is probability distribution of random variable T. 
The next equation is then used: 

 
( , )( , ) ( , ) log

( ) ( )x t

P t xI T X P t x
P t P x

= −∑∑        (5) 

where P(t) is marginal probability distribution of T, P(x) is 
marginal probability distributions of X, and P(t, x) is joint 
probability distribution of T and X. 
   When observations are input to BN-based fault diagnosis 
model as evidence, conflict may occur, indicating the weak 
relation of model to evidence. This evidence-driven conflict 
analysis can be used for detecting possible conflicts in 
evidence or between evidence and BN-based fault diagnosis 
model. This way, we can use conflict analysis approach to 
validate and verify BN-based fault diagnosis model.  

A conflict measure is designed to indicate possible 
conflicts when joint probability of evidence is less than the 
product of probabilities of individual pieces of evidence in 
models. The main assumption is that pieces of evidence are 
positively correlated such that ∏

=

>
n

i
ixPxP

1

)()( . With this 

assumption, general conflict measure is defined as follows 
[35]: 
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 (6) 
This measure implies that positive values of conflict 

measure (x) indicate possible conflict and therefore an 
incorrect model. Cai et al. [23] utilized this evidence-driven 
conflict analysis approach to validate an OOBN model for 
fault detection and diagnosis of complex industrial systems. 

In general, sensitivity and conflict analyses are used for 
partial verification and validation. Simulation and 
experimental methods can be used for full verification and 
validation per various simulated and experimental faults. 
One good and accurate method employs verification and 
validation of proposed fault diagnosis approach, which is 
performed by comparing practical and diagnostic faults after 
development of fault diagnosis approach and corresponding 
fault diagnosis system; however, this way is not always 
practical or possible. Many faults cannot be injected and 
tested. Still, simulation methods can imitate all kinds of 
faults, which are good supplement of experimental methods. 
For instance, Ling and Mahadevan [36] utilized Bayesian 
hypothesis testing proposed in [37] to evaluate performance 
of BN-based structural damage prognosis approach by 
comparing predicted and observed data.  

III. TYPES OF BNS FOR FAULT DIAGNOSIS 

A. BN for fault diagnosis 
BN, also known as static BN, is most widely used in fault 

diagnosis. As reviewed in Section III, most fault diagnosis 
applications correspond to BNs. This subsection emphasizes 
classification but does not repeat literature. When fault 
diagnosis is involved in temporal, system, or complex 
systems, inevitable difficulties with static BNs are observed. 
Therefore, some other types of BNs, such as DBNs and 
OOBNs, are used to solve these problems, which are 
described in detail in the next three subsections. 

B. DBNs for fault diagnosis 
Static BNs are mainly used in modeling and inference for 

fault detection and diagnosis. Modeling of fault diagnosis 
does not involve temporal features of faults, fault symptoms, 
and even the systems themselves. That is, static-BN-based 
fault diagnosis is performed at certain time point without 
considering temporal relations. However, given the same 
fault symptoms, diagnostic results may be totally different at 
different time periods because of performance degradation 
of components [38]. In other words, a new system is more 
likely to work well than an aged system at succeeding time 
point when it works well at present time. New systems can 
also increase accuracy and reliability of fault diagnosis by 
involving dynamic and temporal features in fault diagnosis 
models [39]. DBNs are extensional BNs with time-
dependent variables and can be used to model temporal 
evolution of dynamic systems. DBNs include multiple 
copies of identical nodes, where different copies represent 
different states of nodes over time. Nodes in same copies are 
connected using intra-slice arcs, and nodes in different 
copies are connected by inter-slice arcs, integrating an entire 
DBN. DBNs have strong power in modeling, representing, 
and reasoning of dynamic systems and are therefore 
increasingly used in dynamic system diagnosis. 

Arroyo-Figueroa et al. [40] introduced new formalism of 
BNs, i.e., temporal BN of events, to deal with uncertainty 
and time for fault detection and diagnosis in dynamic 
domains. Proposed temporal BN is actually a DBN. Lerner 
et al. [41] proposed a new approach based on framework of 
hybrid DBNs for fault diagnosis of complex systems with 
both discrete and continuous nodes. Kao et al. [42] utilized 
DBN as knowledge base of reasoning system to model 
causal relationships in supply chain, where diagnostic tasks 
are conducted. Wu et al. [43] proposed DBN-based decision 
support method was used in the study for safety analysis. 
Posterior probability distributions were used to aid 
technicians perform online fault diagnosis. Given that DBN 
model contains many time slices over a long period, BN 
inference and fault diagnosis are much slower than BN-
based methods. 

C. OOBNs for fault diagnosis 
Object-oriented approach possesses characteristics, 

including encapsulation, inheritance, polymorphism, and 
modularity. This approach is introduced into BNs, forming 
OOBNs. OOBNs also utilize terminology class and objects 
from object-oriented approach. Class is generic network 
fragment, that is, a BN; object is fragment generated by 
instantiating the class [44]. Nodes in class or object can be 
classified into three categories: input node, output node, and 
encapsulated node. Input and output nodes are regarded as 
object interfaces. When object is encapsulated in other 
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objects, OOBNs provide an approach to achieve hierarchical 
representation of the model, and each level corresponds to 
particular level of abstraction, revealing encapsulated nodes 
for current layer of object.  

With comparison of general BNs and DBNs, OOBNs 
have the following advantages: first, the model supports top-
down model construction process. Second, OOBNs are 
constructed by integrating small and understandable 
network fragments, benefiting knowledge acquisition and 
communication between modelers and domain experts. 
Third, this approach reduces complexity of building BNs 
and improves reusability of models. Finally, OOBNs have 
high average rate of convergence and time efficiency 
because of encapsulation and hierarchy. OOBNs are 
therefore a powerful and suitable tool for constructing 
complex models [45]. 

According to our review, OOBN application is limited 
when used on fault diagnosis of complex systems. For 
instance, Cai et al. [23] presented novel OOBN-based real-
time fault diagnosis approach. In their study, OOBNs were 
used to model repetitive structures and components within 
complex industrial systems. Huang et al. [46] used OOBNs 
to establish  probability-based vehicle fault diagnosis model 
with four sub-models and three common root causes.  

IV. DISCUSSIONS AND RESEARCH DIRECTIONS 
Based on BN-based fault diagnosis presented in this 

paper, we identify few ongoing and upcoming research 
directions that are of interest to fault diagnosis researchers. 

A. Integrated big data and BN fault diagnosis 
methodology 

Big data are recent data paradigm that describes not only 
much more voluminous data but also coupling of such data 
with sophisticated data analytics to acquire new knowledge 
or insight [47]. A large number of normal and abnormal data 
are created and collected in operation of complex industrial 
systems during long periods. These data can be used for 
data-driven fault diagnosis. BN-based fault diagnosis 
approach is typically data-driven. Integrated big data and 
BN fault diagnosis methodology provide definite orientation 
for interdisciplinary research, which could be divided into 
two important parts: The first will study fault feature 
extraction method from big data, and the second will focus 
on BN-based fault diagnosis method using these fault 
features. 

B. BN-based non-permanent fault diagnosis 
As reviewed in previous sections, BN-based fault 

diagnosis methodologies are mainly used to identify various 
permanent faults. Permanent fault, which is also called hard 
failure, causes deterioration of system performance and 
cannot disappear before maintenance or repair. Two types of 
non-permanent faults, that is, transient faults and 
intermittent faults, also exist in various engineering systems. 
Transient fault occurs with random frequency, is not easily 
repeatable, and usually cannot destroy systems permanently. 
Intermittent fault may occur repeatedly in a component and 
has characteristics of randomness, intermittency, and 
repeatability. Permanent fault may result from increasing 
intermittent faults and cause system failure. Transient and 
intermittent faults are also called soft faults. These faults are 
very difficult to identify and diagnose, because faults may 
not occur during system repair. Studies reported about 

BN/DBN-based fault detection and diagnosis method for 
transient or intermittent fault of electronic products [38] and 
electrical power system [48]. However, significant problems 
arise regarding analysis of nature and causes of these 
permanent, transient, or intermittent faults and identification 
of failed components and fault type using BN-based fault 
diagnosis. 

C. Fast inference algorithms of BNs for on-line fault 
diagnosis 

Real-time on-line fault diagnosis system is much more 
useful than off-line one in assisting operations staff to 
detect, isolate, and identify faults when they occur and to aid 
troubleshooting. For on-line fault diagnosis of complex 
industrial system with huge BNs, especially DBNs, exact 
and approximate inference algorithms may be both slow. 
When OOBNs are used, fault diagnosis model, including 
thousands of nodes, may be extremely complex. As more 
evidence are observed, desired hidden variables are 
estimated to become highly correlated. Traditional inference 
becomes increasingly expensive, costs lots of time, and 
hardly performs real-time fault diagnosis. Fast approximate 
inference algorithms of BNs should be developed for on-line 
fault diagnosis. In particular, in OOBN-based fault diagnosis 
model, structural information encoded in OOBNS, 
especially encapsulated variables in objects, can improve 
efficiency and speed of inference, both of which are used to 
study fast inference algorithms and perform real-time fault 
diagnosis. 

D. BNs for closed-loop control system fault diagnosis 
A complex industrial system usually includes numerous 

closed-loop feedback control subsystems. Previous BN-
based methods adopted corresponding relationship of faults 
and symptoms to build fault diagnosis models, that is, they 
treated closed-loop feedback control systems as general 
systems. Studies did not consider effects of closed-loop 
feedback control algorithms on performance of fault 
diagnosis. BN is directed acyclic graph, indicating that 
networks cannot contain cycles. Challenging problems 
accompany establishment of fault diagnosis models of 
closed-loop feedback control systems with directed acyclic 
BNs and investigation of effects of control on diagnosis. 

E. Fault identification rules 
Although excellent diagnostic performance of BN-based 

method in fault diagnosis was demonstrated with various 
fault identification rules as reviewed above, industrial 
systems still demonstrate false alarm in fault diagnosis. 
False alarm rate is significant assessment indicator for fault 
diagnosis, and high false alarm rate cannot be accepted by 
users of industrial systems. Although some researchers used 
additionally observed information [20] and probabilistic 
boundary limit [49] to reduce false alarm rate, false alarm is 
still a challenging problem. This type of problem can be 
solved by development of suitable fault identification rules 
using posterior probability integrated with prior probability. 

V. CONCLUSIONS 
Over the past decades, application of BNs on fault 

diagnosis was well studied by researchers and practitioners. 
Effort was devoted to formulating BN-based fault diagnosis 
methodology and developing corresponding fault diagnosis 
systems. However, related challenges still exist. This paper 
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provided literature review of application of BNs to fault 
detection and diagnosis. 

The paper presented general procedure of fault diagnosis 
modeling with BNs; considered processes included BN 
structure modeling, BN parameter modeling, BN inference, 
fault identification, and validation and verification. For each 
procedure, various methods were reviewed. This work also 
provided series of classification schemes of BNs in fault 
diagnosis. BN types, including static BNs, DBNs, and 
OOBNs, were reviewed in application of fault diagnosis. 
We pointed out potential problems of applying BNs to fault 
diagnosis, and upcoming research directions are addressed.  

Although we reviewed as many literatures as possible, we 
realized impossibility of including all publications related to 
BNs in fault diagnosis; such publications involved non-
English literature. The major contribution of this paper was 
presenting general BN-based fault diagnosis methodology 
and a series of classification schemes of BNs in fault 
diagnosis. We hope that this literature review can serve as 
useful guide in fault diagnosis with BNs and provide 
comprehensive reference for researchers and practitioners. 
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Appendix: Bayesian Networks in Fault Diagnosis: Some research issues and challenges 
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Abstract —Big Data and Internet of Things will increase the 
amount of data on asset management exceedingly. Data sharing 
with an increased number of partners in the area of asset 
management is important when developing business 
opportunities and new ecosystems. An asset management 
ecosystem is a complex set of relationships between parties taking 
part in asset management actions. In this paper, the current 
barriers and benefits of data sharing are identified based on the 
results of an interview study. The main benefits are 
transparency, access to data and reuse of data.  New services can 
be created by taking advantage of data sharing. The main 
barriers to sharing data are an unclear view of the data sharing 
process and difficulties to recognize the benefits of data sharing. 
For overcoming the barriers in data sharing, this paper applies 
the ecosystem perspective on asset management information. The 
approach is explained by using the Swedish railway industry as 
an example. 

Keywords— Open data, data sharing, information management, 
information model, business ecosystem, Asset as a Service. 

I.  INTRODUCTION 
Open data sources, for instance in the form of Big Data 

(BD) and the Internet of Things (IoT) have changed the 
business models in several ways. The increased number of 
partners involved in value creation, and access to a large 
amount of data allows for more complex business models and 
collaboration patterns. Rong et al. [1] claim that IoT is more 
than a support for the supply network; IoT should be 
understood as a business ecosystem. They also note that there 
is very limited research in IoT ecosystems. Thus, there is a 
need to understand the new business patterns and map the 
information requirements within business ecosystems. One 
attempt to model the influences of big data on different actors 
in the business ecology dynamically is found in [2]. Asset 
Management (AM) is a domain in which BD and IoT bring 
great opportunities, but also great challenges, for instance as 
regards the sharing of data. Open data can create new value by 
intensive and creative use of data, for instance resulting in the 
optimization of maintenance and operations, and prolonged 
asset lifetime. The service provider can for example give 
support for decision making by collecting data from several 
plants and identifying similarities in the data, and create new 
and better analysis based on the combined data.  

One of the challenges is that a lot of open data appears in 
situations and activities that are different in context and time of 
its definitive use. When data is taken out of context, it loses its 
meaning. Operational data is usually defined at the point of 
creation in just enough detail to support the people who operate 

the system or use the data directly. According to [3], data 
collection, management, access, and dissemination practices 
have a strong effect on the extent to which datasets are valid, 
sufficient, or appropriate for further use. Data quality is 
generally understood in terms of accuracy, but studies have 
identified multiple aspects of information; quality is more than 
just accuracy of the data [4]. In [5] data quality is described as 
data fit for use by data consumers, including dimensions of 
accuracy, consistency and security, as well as relevancy and 
understandability.  

Applying the ecosystem perspective in asset management is 
a way to overcome some of the challenges in information 
sharing. The purpose of this paper is to address the barriers for 
data sharing within AM by suggesting an ecosystem solution. 
First, an understanding of the barriers and opportunities for 
data sharing is created by using an empirical approach. 
Thereafter, a conceptual solution is suggested with support 
from contemporary ecosystems research. The paper is 
organized as follows: in the next section the relevant 
background regarding asset management is given. Next, the 
concept of data and information sharing is introduced, and the 
results of an empirical study of opportunities and barriers for 
information sharing within AM are presented. Thereafter, the 
ecosystem approach is utilized for conceptual modeling of a 
solution to the barriers for information sharing in AM. Finally, 
concluding remarks are given. 

II. ASSET MANAGEMENT AND ITS INFORMATION NEEDS 
Assets are entities that bring potential or actual value to an 

organization [6]. The value varies with the context, 
organization and situation, and could be tangible or intangible, 
as well as financial or non-financial. Asset management can be 
described as a set of activities for reaching a given business or 
organizational objective [7], including identifying the required 
assets and funding, acquiring the assets, providing logistics and 
maintenance support, and disposing or renewing the assets.   

An organization defines the internal and external 
communications relevant with respect to the assets, asset 
management and asset management system: what, when, to 
whom, and how to communicate [8]. An asset management 
information system is designed to create and maintain 
documentation of asset management functions [7]. Asset 
management information systems are used to identity 
equipment, locations and activities. These systems are also 
known as Computerized Maintenance Management Systems 
(CMMS). Figure 1 shows the main applications of asset 
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management information systems, which correspond with the 
information requirements for an asset [9]. 

 
Fig.1. Asset management information system [7]. 

The data requirements are different between fixed and 
mobile equipment. The main difference is location. In mobile 
equipment, Global Positioning Systems (GPS) and maps are 
probably needed [7]. The organization has to take into 
consideration the risks, roles and responsibilities, as well as the 
processes, procedures and activities in asset management, 
information exchange, and the quality and availability of 
information in the decision making processes [8]. Information 
in asset management activities is listed under the relevant 
subject areas: data management, condition monitoring, risk 
management, quality management, environmental 
management, etc. [10].  The organization determines the 
attribute requirements and the quality requirements of 
information, and how and when the information is to be 
collected, analyzed and evaluated [8]. 

III.  OPEN DATA ACCESS 
Open Data was originally a concept in which governmental 

data were available to anyone with a possibility of 
redistribution in any form without any copyright restrictions 
[11]. Nowadays the definition of Open Data is wider: “Open 
data is data that can be freely used, shared and built-on by 
anyone, anywhere, for any purpose" [28]. A clear and 
consistent understanding of what Open Data means is 
important if the benefits of openness are to be realized, and to 
avoid the risks of compatibility between projects [12].  All 
Open Data is publicly available, but not all publicly available 
data is open. Open Data does not mean that an organization 
releases all of its data to the public. Open Data means that data 
is released in a specific way to allow the public to access it. 
The focus is on what data is available and how the data is 
available. If Open Data is misread as releasing all data, privacy 
becomes an issue [13].   

Data sharing has been recognized as a good behavior in 
science and technology research. Data sharing enables 
researchers to ask new questions based on shared data, as well 
as advance research and innovation [14, 15]. The medical 

community has found the benefits of data sharing [16, 17], 
such as the system of open access that was released to the 
pharmaceutical industry by GlaxoSmithKline in May 2013. 
The system contains patient-level data from clinical trials of 
approved drugs and failed investigational compounds.  An 
independent panel decided which data was available to 
responsible users. Jansen et al. [18] classify the benefits of 
open data into political and social, economic, and operational 
and technical benefits. Political and social benefits include for 
example transparency, more participation, creation of trust, 
access to data, new services, and stimulation of knowledge 
development. Economic benefits are economic growth, 
stimulation of competitiveness, new innovations, improvement 
of processes/products/services, new products and services, 
availability of information, and creation of adding value to the 
economy. Examples of operational and technical benefits are 
reuse of data, creation of new data by combining data, 
validation of data, sustainability of data, and access to external 
problem-solving capacity. 

In [18] the barriers to Open Data are identified as follows: 

• institutional level barriers, 

• task complexity of handling the data, 

• the use of open data and participation in the open 
data process, 

• legislation, 

• information quality, and 

• technical level barriers. 

Institutional barriers are: unclear values (transparency vs. 
privacy), no policy for publicizing data, no resources, and no 
process for dealing with user input. Task complexity includes 
lack of understanding the potential of data, no access to 
original data, no explanation of the meaning of data, 
information quality, duplication of data, no index on data, the 
data format and dataset being complex, and no tools available 
to support. Barriers for the use of open data and participation 
are: no time, fees for the data, registration to download data, 
unexpected costs, and lack of knowledge to handle data. 
Legislation barriers are: privacy, security, licenses and 
limitations to use data, and agreements. Information problems 
are: lack of information, lack of accuracy of information, 
incomplete information, non-valid data, unclear value, too 
much information, missing information, and similar data stored 
in different systems yields different results. Technical barriers 
are: the data is not in well-defined format, absence of 
standards, no support, poor architecture of data, no standard 
software, fragmentation, and no systems to publicizing data.  

Other ways to group the barriers also exist. For instance 
Saygo and Pardo [19] define the barriers from four 
perspectives: 1) technological barriers, 2) social, 
organizational, and economical barriers, 3) legal and policy 
barriers, and 4) local context and specificity. 
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IV. EMPIRICAL STUDY ON PRACTITIONERS’ VIEW 
In this section, the results of an empirical study of the 

barriers and benefits of shared information for asset 
management are presented. The study included seven 
interviews in total. The interview data was collected from 
managers and directors of four different departments at a 
Finnish Original Equipment Manufacturer (OEM), and from 
managers and directors of companies who purchase those 
products. Theme interviews were used, and the answers were 
coded with NVivo. The interviews and coding took place in 
Finnish, and the main findings were translated into English. 
The findings were classified according to the barriers and 
benefits to open data presented in [18]. The barriers were 
classified to the institutional level, the task complexity of 
handling the data, the use of open data and participation in the 
open data process, legislation, information quality, and 
technical level barriers. The benefits were classified to political 
and social, economic, and operational and technical benefits. 

A. Barriers for data sharing 
1) The institutional level barriers 

The ownership of data is important. The customer owns 
data and wants to own it in the future:  “Our equipment, our 
data”. For example, customers do not want to reveal the 
location of equipment and health data. Data containing the 
customer's identification are not allowed to be shared. The 
same goes for production quality data and product recipe data. 
Other data can be shared if the advantages of sharing are clear. 
There is a prejudice against cloud computing in companies. A 
lot of data is available, but companies do not want to give the 
role of the data manager to anyone else, even though support is 
needed to analyze big data. The customer does not share data 
because they think that the supplier wants to take the 
maintenance to its own business. The demand for the 
monopoly of data is a challenge. The maintenance playground 
is fragmented and it has hundreds of doers, who have their own 
systems which do not work together. It is impossible to define 
a common platform, and there is no evidence that a common 
platform would appear. For data-driven maintenance, 
predictability and pricing models are challenges. The cost 
should be minimized, but remote control costs a lot. It is a 
challenge to sell data-based service because the customers are 
used to getting also maintenance staff at the same time.  

2) Task complexity in handling the data barriers 
The complexity in data management is growing, and it is 

difficult to notice important data automatically in a very large 
amount of collected data. Different data in different databases 
are seen as a challenge or as a barrier. In the future, the target is 
to use data better than today. The amount of process data is big, 
and it can be used for something else than just process control. 
Defining the monitoring of data is difficult. Process data is not 
collected by equipment, but health data is collected and used. 
There is no link between maintenance databases and 
automation systems. 

Putting data into a database should happen only once, and 
the data should also be pre-selected in order to minimize 

mistakes. It is a problem that there is no data available of 
maintenance actions made in the past and about the condition 
of the equipment now. It is not known what data it is possible 
to collect from new relays. The data when the relay needs 
maintenance and the fault history are needed. The customer's 
needs are important, but not all wishes can be fulfilled. 
Technical skills and own knowledge can limit the offering of 
new services to the customer. 

3) Barriers for the use of open data and participation in 
open-data process 

The barriers to sharing data are lack of knowledge and 
insufficient grounds of value added for sharing data. The win-
win situation is not understood. Many doers are afraid that 
someone else will have better understanding, and this prevents 
the sharing of data. Online data is not available but it can be 
organized in an emergency. Online data would offer other 
information, but customers do not have online data systems. 
Big data is not shared between divisions, although the 
advantages of sharing data are obvious. Now data is shared and 
combined only case by case when needed. With strategic 
partners, data could be shared more to do better analysis. Data 
is shared with the maintenance staff but not with the customer, 
and also combinations of data from different data sources are 
not used properly.  

4) Legislation barriers 
There are barriers for changing the processes (e.g. in the oil 

industry) because regulations specify the periods between 
maintenance operations. That is why it is not realistic to 
implement health monitoring. The regulations and laws are 
unclear. Regulations in the marine are local. Global emission 
measurement are not used as widely as local e.g. in the Baltic 
Sea. One could therefore ask whether continuous emission 
measurements are needed or not in maritime industry. 
Regulations will be tighter and more accurate than now in the 
future, and that will set up new demands for data collection and 
the presentation of data. When a supplier has a more eco-
friendly solutions than others, then from their point of view 
tighter regulations is not a bad thing.  

5) Information quality barriers 
There is enough data, but the problem is that the data from 

Enterprise Resource Planning (ERP) is not accurate enough. 
There can be errors in feeding information to the computer and 
exploiting of it can be difficult. The biggest problem is the 
quality of the data from ERP systems because people can make 
mistakes when inputting data. The data is formatted “badly”, it 
is on paper, or somehow else difficult to automate. Manual data 
is difficult to use. 

6) Technical level barriers 
Technology is available to collect big data, but standards 

are missing. It is difficult to define which data to collect. 
Integrated systems record data but not enough. It is impossible 
to see trends from insufficient data. The amount of data can be 
very big. Only Key Performance Indicator (KPI) data is 
analyzed and the whole data is checked if needed when 
problems are noticed. Integration is a challenge: how can all 
the needed data be collected through one cable and then used? 
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B. Benefits of information sharing 
1) Political and social benefits 

In the future, open data can be described as a “sharing 
economy” which affects positively between companies and 
service networks. Transparency in data sharing enables new 
business models. New ecosystems are spoken of, but when 
creating a new ecosystem a lot of dialog with different parties 
is needed. More responsibility is needed from both supplier and 
customer when implementing new models. If “risk and revenue 
sharing” is the target, also the supplier needs to give more and 
take more risk and responsibility in order to get the client come 
in. 

2) Economic benefits 
There is need to consider the value of the service for the 

customer. Different data from the divisions can be combined 
and new services can be offered. The potential of big data is 
interesting, as well as knowing the risks. The service plan is 
based on existing technology and know-how. The business 
view is essential when developing new service products, and 
production is more important than one client's needs. Training 
is needed when business is transferred to data-based services. 

3) Operational and technical benefits 
With more automation decision support proposals can be 

created to maintenance staff. The equipment could create data 
for the maintenance staff automatically, e.g. work orders. The 
clients want both support for decision making and data analysis 
to be used in decision making. Data is collected, and support to 
optimize energy consumption is given. Also remote support, 
fault diagnosis, health monitoring are possible because the 
equipment is “intelligent”. The supplier cannot lock itself to the 
business model used. Some clients want to try new models and 
some want to change action only when forced. The ability to 
offer services for different environments is needed. Data 
analysis and decision support are needed, as well as traffic 
lights to observations of data. 

4) Potentials for data sharing 
The more aware the client is, the more data they will 

demand. Data user rights need to be defined. Online data is not 
yet in use, but with measurements, the data can help to 
recognize the need for maintenance, as well as point out the 
benefits of maintenance services. The amount of big data is 
huge, but it is used at quite a low level. The target is to prevent 
failure situations by managing big data. Data can be transferred 
from clients also with remote control to create new services for 
them. 

The client company collects data and understands what is 
needed. The supplier should pay attention to data analysis and 
give support to the clients in their decision making. Is the data 
analysis done in order to develop the supplier’s own business 
and processes or to create added value to customers? Usually 
companies have strategic-level support decision tools, but they 
expect the service providers to offer tools for operational-level 
decision support. Service contracts are based on condition 
monitoring of equipment and in the next step on data, and then 
right services are available at the right time. E.g. history data is 
now only used in troubleshooting but there is potential for 
forecasting the need of maintenance and using databases better, 

as well as using life-cycle data. Developing processes and 
automation systems can be seen as a possibility to develop data 
management. Now data is collected time-based on-line. It is 
easy to share data which is collected by equipment, also 
analysis and reports to the customer are quite normal actions.  

V. BUSINESS ECOSYSTEMS 

A. Introduction to ecosystems 
The traditional view of value creation is in the form of a 

stream, or a chain, where the actors interact by refining input 
e.g. in the form of raw material to output in the form of a 
finished product. The value chain could also describe service 
creation, such as the Swedish railway industry value chain 
depicted in Figure 2. 

 
Fig.2. The value chain of the Swedish railway industry [20]. 

In reality, the situation is often more complex than that, as 
outsourcing and n-party collaborations also connect players to 
each other in star-like or network patterns [21]. Moore has 
introduced the concept of business ecosystems as a way to 
describe the changed business environments characterized by 
uncertainty and co-evolution [1, 22]. According to [22], a 
business ecosystem is an economic community consisting of 
interacting organizations and individuals, which are the 
organisms of the business world. The ecosystems create value 
for the customers in the form of goods and services. The 
traditional actors in a value chain (customers, producers and 
suppliers) are included in the ecosystem, but also other 
stakeholders are recognized as actors, such as competitors and 
public authorities [20]. Figure 3 is an example of a graphical 
model of an ecosystem describing the Swedish railway 
industry. Formal relationships between the actors are marked 
with full lines, while the dotted lines denote informal 
relationships. In this example the most influential actor, the 
Swedish Transport Administration, is placed in the middle of 
the graph.  

 
Fig.3. Business ecosystem, railway traffic in Sweden [20]. 
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The business ecosystem is not formalized or fixed in 
context or time; looking at a limited incision of a business 
ecology at a particular point in time could reveal business 
structures with different actors of different power, which 
changes if the viewpoint or time changes. Moreover, a certain 
business ecology has different meanings for different actors; 
for some actors it may be central and to others highly 
peripheral [23]. New actors might enter and others leave, 
making the business environment of the ecosystem highly 
dynamic. The business ecology could be large, and thus it is 
important to define the limitations, identify the key 
stakeholders, adapt the value offerings according to the 
stakeholder requirements, and find out which business models 
and pricing models are the most viable. 

B. Addressing the barriers and reaching benefits through 
the ecosystem perspective 

The use of open data sources is accompanied with 
technical, organizational and cognitive barriers, which hinders 
the individual actors from reaching the potential benefits. The 
global and dynamic market forces different actors within asset 
management to join competences and collaborate in 
manufacturing service ecosystems [24].  

A huge barrier for achieving this is the distrust between the 
stakeholders; customers are reluctant to share data with the 
supplier because they are afraid that their business will be in 
danger. At the same time, many actors lack knowledge of 
efficient data management. Extending the business 
environment by adding a neutral information provider and a 
regulator could be a way to overcome these barriers. The 
information provider is an actor with knowledge of data 
management, while the regulator provides support and control 
mechanisms for the different actors’ behavior, including that of 
the information provider’s [2]. The information provider 
should be a trusted third party with the purpose of managing 
the asset information for all involved stakeholders for mutual 
benefits, such as focusing on the core business and 
development of new business opportunities. A basic premise is 
that shared data results in data of higher relevance, accuracy 
and utility for all stakeholders. But it is hard to distinguish 
relevant data from the large data sets available. Applying the 
ecosystem perspective lifts the question of what data is relevant 
to the full value chain level and beyond [1], thus avoiding sub 
optimization or contradicting goals. The regulator is 
responsible for creating and governing the holistic view, for 
instance in the form of common standards, while the 
information provider enables this process. 

Other barriers can be found in the current information 
systems. The systems are not designed for data sharing, leading 
to technical difficulties in identifying relevant data sets, fusion 
of different data sources and creating a coherent database. In 
addition, parts of the required data are not recorded in the 
current systems. Hirsch et al. [24] suggest a service-oriented 
approach to asset management data in the form of Assets as a 
Service (AaaS). Assets as a Service can be explained as a 
virtual representation of tangible and intangible assets that 
facilitate communication and collaboration between actors in 
the business ecosystem in the form of generic ontologies. AaaS 
could be used as the basis for creating a holistic process view, 

as well as for designing information systems supporting data 
sharing. 

C. An asset management information example: Swedish 
railway industry 

The Swedish railway industry is characterized by technical, 
organizational and operational complexity [25]. Within a 
period of thirty years, the number of actors in the railway 
transport industry has increased from less than ten to more than 
a thousand. Technology advancement for the rolling stock, as 
well as infrastructure and increased capacity utilization have 
added to the complexity. The complexity has affected the 
railway operations as well as maintenance. The root causes of 
maintenance-related problems have been connected to three 
main areas: information handling and management, regulation 
and control, and lack of key resources [20]. Among the causes 
are lack of appropriate IT systems, poor reporting structures, 
passive governmental management, conservative buyer's 
culture, poor quality charging system, lack of appropriate 
maintenance resources, incomplete contractor abilities and 
competence, and inaccurate analysis models. The tendency is 
that the actors sub-optimize instead of cooperating. Moreover, 
traditional contract forms and the conservative buyer’s culture 
result in lack of information and knowledge sharing between 
the actors [26]. The existing asset information model with the 
major information flows is presented in Figure 4. Information 
is shared between the direct actors and regulated in contracts, 
which results in information isles and interrupted flows, for 
instance between the different Subcontractors. Moreover, there 
exist separation in working areas as well as life cycle phases, 
resulting in low information transfer between the actors, such 
as the Infrastructure maintainer and the Train maintainer. 
Information transfer within the value chain is also affected. The 
Train maintainer, for instance, has no direct access to failure 
reports and feedback from the Freight carriers or Passengers. 
The actors are reluctant to share information that could have 
business value, either real or perceived. 

 
Fig.4. Existing asset management model. 

In Figure 5, AaaS allows for smooth information flows to 
all actors, which improves information handling and 
management by the creation of a common asset management 
ontology for the specific context. The Asset Management 
Information Provider organizes the data/information fusion and 
sharing as to which data is shared and with whom it is shared. 
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This way, the data shared by several actors is available in the 
appropriate format and distribution form, while the safety and 
integrity of the data is secured. The Regulator assures the 
relevancy and accuracy of the AaaS ontology with respect to 
the overall ecosystem objectives, which are to ensure the traffic 
to move forward with the promised delivery of quality now and 
in the future [27]. In the case of the Swedish railway, the 
Regulator should be assigned by the Swedish government. 

 
Fig.5. Alternative asset information management model. 

VI. CONCLUSIONS 
Data sharing has a good potential, but the ownership of data 

is perceived as very important to companies. They do not want 
to share data with others because they are afraid of harmful use 
of the data. Another barrier is lack of knowledge to analyze big 
data. Companies do not identify the advantages of data sharing 
because they do not understand the data well enough, or the 
possibilities available in combining data. The maintenance 
playground is complex and fragmented, and all parties have 
they own computerized systems, making it hard to orchestrate 
data flows and data sharing.  The new solutions must be 
suitable for integrating with the manufacturers’ equipment. A 
very large amount of data is collected but it is difficult to define 
what data should be shared. Many doers are afraid that 
someone else can have more advantages of the shared data 
which lead to data sharing is not done enough in companies or 
between companies. Win-win thinking has not become popular 
in data sharing, and customers do not understand the potential 
of new services based on data sharing.  

In the future, transparency can be seen as a “sharing 
economy”. The big question is how it can be implemented in a 
multi-company environment with a positive attitude. Data 
sharing rules must have been agreed with the partners 
beforehand. Finding an outside facilitator whom all trust could 
be challenging. The Asset Management Information Provider is 
an information manager offering the needed information to all 
actors with Asset as a Service. The problem of trust between 
the actors can probably be solved with the AaaS concept. 
Sharing data can create potential for new business, e.g. new 
services can be developed, such as remote support, data 
combination and analysis services, etc. The sharing economy 
adds transparency, which can work positively between 
companies and service networks. Better data management can 

help to make better decisions, and online data enables creating 
new business models, especially for service providers. 
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Abstract—Internet of Things (IoT) is enabling massive data 
gathering and data exploitation but at the moment the full potential 
of data utilization is not tapped. Technologies enable the collection 
of wide-ranging data from assets which then can be used as a 
support of asset management, varying from operative decisions 
concerning one asset to the management of asset fleets. The fact 
that the data related to assets have not fully been made of use may 
partly be because the value is difficult to perceive and concrete 
benefits are hard to quantify. The purpose of this paper is to 
illustrate how the value of fleet data is shaped up and how the value 
could be quantified. As a result, we are presenting a conceptual 
framework for quantifying the value of fleet data. The value is 
illustrated from theoretical point of view and the value 
determination is based on cost-benefit approach where the costs 
and benefits develop along certain variables, such as the level of 
data refining, the size of the fleet and time. The results advance the 
knowledge of how the value of data could be quantified and thus 
create a basis for further research which will focus on modelling 
the value of fleet data 

Keywords—fleet data, value of information, benefit, cost, asset 
management, asset fleet 

I. INTRODUCTION 
The emergence of new technologies enables more effective 

maintenance and the achievement of various benefits including 
cost savings and support for asset management related decision 
making. Cost savings are related to e.g. improved reliability 
and safety, reduced maintenance work costs, reduced 
downtime and improved availability. Data availability and 
utilization provide support for e.g. investment decisions, 
service development and maintenance planning. Although data 
collection has increased due to the emergence of technologies, 
the benefits of data utilization are unclear. The value of 
information is inadequately researched and models quantifying 
the benefits of data utilization are limited. The issue is topical 
as companies are struggling with data and information overload 
and are considering if they should invest in data refining 
processes. The profitability aspects of data utilization are often 
neglected in literature while the research is focusing on the 
applications and utilization possibilities. Modelling the costs 
and benefits of IoT technologies are valuable knowledge for 
supporting decision making in maintenance. 

Maintenance research has recently discussed the 
management of large asset groups, in other words fleets. 
Various models have been developed to different fleet 
management decision needs, such as replacement investments 
of fleets [1], to improve resource allocation [2], to estimate 
remaining useful life of fleet [3], to plan maintenance strategy 
for fleet [4], to plan  proactive maintenance [5], and optimal 
spare part inventory management [6]. Technologies enable the 

collection of fleet wide data and enable the collection and 
utilization of fleet wide data in order to achieve cost savings. 
However, the full potential of collected data has not been 
captured as the value for business is difficult to define and 
quantify. Research is needed to clarify the impact of data 
utilization on the maintenance costs at fleet level. 

This paper contributes to the previous discussion by 
exploring the costs of data refining and the benefits that can be 
achieved through data utilization in maintenance management 
at fleet level. The purpose of this paper is to find out the factors 
affecting the value of fleet information. The research question 
of this paper is the following: 

What kind of factors affect the value of fleet information? 

The research is conducted as a concept analysis where the 
framework is constructed based on existing literature. 
Literature and concepts related to value of information and 
benefits of fleet management are analyzed. As a method of 
valuation, the cost-benefit method is utilized. The factors 
affecting the value of fleet information are studied from cost-
benefit perspective considering the viewpoint of managing a 
fleet. As a result a conceptual framework is developed and the 
results are discussed. 

II. VALUE OF FLEET INFROMATION 
A. Value of Information 

In order to understand how the value of information can be 
defined, the literature is reviewed. By reviewing the literature 
related to the value of information we can create understanding 
and the basis for the theoretical framing of fleet data valuation. 
Although it has been generally acknowledged that data and 
information have more and more significance as assets for 
companies [7], the actual value and benefits of data are partly 
unknown. Evans and Price [8] have named the lack of 
understanding about costs, value and benefits of data as one of 
the barriers to information asset management. They have also 
mentioned the challenge that the value of data is often 
contextual. 

Moody and Walsh [9] have presented the issue of data 
valuation in detail. They regard information as assets and 
define the nature of information as an asset by identifying a 
number of general principles which they call the seven laws of 
information. These laws describe incisively how the value of 
information behaves in relation to certain variables, such as 
amount of usage, time, accuracy, integration, and volume. 
According to Moody and Walsh [9] the seven laws of 
information can be presented as follows: 
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1 ) Information is (infinitely) shareable and can be shared 
with others without a loss of value. 

2) The value of information increases with use, and it does 
not provide any value if it is not used at all. 

3) Information is perishable and it depreciates over time. 

4) The value of information increases with accuracy. 

5) The value of information increases when combined with 
other information. 

6) More information is not necessarily better. 

7) Information is not depletable. 

Although these kind of laws can be defined the challenge is 
to define the economic value of information and the literature 
does not give any exact solution for this purpose. However, it is 
commonly agreed that the benefits of information can be 
considered as benefits from using information (value-in-use) or 
selling information (value-in-exchange). It can also be 
concluded that the value of information increases when the 
data is refined further. In other words, the value of data and 
information increase when they are analyzed further and then 
used in decision making. Also Moody and Walsh [9] state in 
the second law that value is provided only if the information is 
used. In addition, Moro et al. [10] have studied how the value 
of data increases when the data is analyzed further in data-
driven models. The usage of the model and therefore the value 
of refined data is reflected by the improvements in 
performance indicators. 

Data-based models in asset management are aiming to 
create value; for instance condition based maintenance models 
are pursuing costs savings in maintenance and improving the 
performance of assets. When data-based models are increasing 
due to massive data collection, this sets requirements for data 
quality in order that the value creation from data is possible. In 
asset management the increased data gathering and 
technologies enable to develop new kinds of models to support 
value creation of asset related data. Especially, the data 
concerning the fleets of assets should be more easily available 
and can be used as a support of decision making and value 
creation. Thus, in order to create value from fleet information 
they need to be utilized in decision making. Kinnunen et al. 
[11] have reviewed different kinds of fleet decision making 
situations. These are the fleet management related decision 
making situations where the collected fleet data can be utilized 
and transformed into benefits and value. Adopting the 
perspective of the whole fleet of assets enables benefits such as 
e.g. multiplying best practices, predictive maintenance 
concepts and optimizing spare part utilization for the whole 
fleet of assets [1–6]. 

 

B. Cost-Benefit Approach to the Value of Fleet Information 

Cost-benefit approach is often used to estimate and quantify 
the benefits and costs of e.g. an investment, in order to see if 
the benefits outweigh the costs. Cost-benefit analysis is 
commonly used as it is suitable to the variety of usage 
purposes. In each situation the total costs and total benefits are 

expressed in monetary terms and the time value of money is 
taken into account as well. 

In this paper, cost-benefit approach is utilized to evaluate 
the value of fleet information. In order to get to the outcome 
value, the benefits and costs of fleet information need to be 
examined separately. When considering the benefits in fleet 
asset management, we need to examine the benefits that can be 
achieved by utilizing more accurate analysis and models as a 
support of decision making. The benefits are the savings or 
increased revenues that can be achieved by making better 
decisions. The benefits can be e.g. savings in maintenance 
work, savings in spare parts, the longer life cycles of 
equipment, diminished production losses and better quality [1–
6]. Especially when considering the benefits of fleet data 
utilization in maintenance management, the following benefits 
have been identified [12]: 

a) Fault prediction, 

b) Improved planning of maintenance and production, 

c) Improved safety and quality 

d) Diminished unscheduled maintenance, and 

e) Reduced production losses. 

These savings can be achieved by supporting mostly 
decision making at operative level. But when we are 
considering the whole fleet there are decision making situation 
also at strategic level [11]. Strategic level decision making can 
be related to e.g. replacement investment of whole fleet or 
R&D development of product and services [1, 11]. Therefore, 
the benefits can be realized at the different levels of decision 
making which makes it challenging to evaluate the total 
benefits of data utilization. Some benefits are generated during 
a shorter time while others are generated e.g. at the end of the 
asset’s life cycle. 

Evans and Price [8] have also considered the benefits that 
can be achieved with data utilization and they are considering 
the issue not only from asset management perspective but more 
generally. They are suggesting that there are the benefits of 
data utilization such as value-creation, reduced costs, mitigated 
risks, improved productivity, competitive advantage, and 
increased staff morale. It can be concluded that there are 
several kinds of benefits related to the benefits of data 
utilization and they are studied to some extent. Benefits of data 
utilization can be evaluated in certain cases but the big picture 
of all the benefits of data utilization is challenging to attain. 

In addition, it is challenging to define what are the costs 
related to the data utilization. Moody and Walsh [9] suggest 
that the major costs are related to the capture, storage and 
maintenance of information. There are costs related to data 
collection such as sensor technologies or entering task 
information manually. As the data are increasingly produced 
the warehousing of the data is causing significant costs as well. 
Maintenance of information is consisting of e.g. data 
preprocessing related costs. After these phases, the data needs 
to be utilized in decision making in order to create value, thus 
the analysis and modelling work are causing significant costs 
as well. The costs of data utilization include investments in 
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connectivity and systems integrity. Some of the costs are very 
challenging to direct for the data utilization of certain assets. 
For example the costs related to systems integrity are often 
related to the organization level and it is challenging to define 
what the costs of data integrity are for a certain asset fleet. 

III ANALYZING THE VALUE OF FLEET INFORMATION 
A. Factors Affecting to the Value of Fleet Information 

When we are analyzing the value of fleet information we 
need to drill into the special features of fleet data utilization 
and their impact on the benefits and costs. We need to examine 
how e.g. the size of fleet, the selected time period and the level 
of data refining affect the benefits and costs. 

First, the impact of the fleet size is considered. It can be 
assumed that if data is gathered of multiple similar kind of 
assets and the data are analyzed, the more assets we have the 
better and the more accurate decision can be made (Law 4 by 
[9]). In other words, the larger size of fleet is increasing 
benefits as the large-scale data can be utilized and e.g. better 
prediction models can be made. On the other hand, the size of 
fleet is increasing benefits as the better decision can be made 
concerning the whole fleet and thus the benefits are multiplied. 
It can be assumed that the benefits increase significantly to 
some extend while the size of fleet increases but there is a limit 
when larger fleet size does not increase the accuracy of 
analysis any more (Law 6 by [9]). 

The costs can be assumed to grow along with the size of 
fleet. This applies when regarding costs related to data 
gathering, data pretreatment and warehousing as the amount of 
produced data increases with the size of fleet. However, the 
larger size of fleet can be assumed to have advantages when 
e.g. prediction models are developed and the development 
costs can be divided to all the assets in fleet. Thus, there can be 
economies of scale when utilizing fleet data in the development 
of models or services to large-sized fleets of assets. 

Secondly, the selected time period has impact on the total 
value of fleet information. Time influences the value by several 
ways. Time affects the amount of interest when the forecasted 
future benefits and costs are discounted to the present time. In 
addition, some benefits are realized after longer time periods 
and therefore the selected time period needs to be selected 
according to the asset features and the purpose of the value 
assessment. The potential benefits of fleet data utilization in 
asset management are affected by the typical failure behavior 
of the assets in question. Generally assets follow certain failure 
patterns, some of which predict the failure rates to increase 
with the age of the assets. Thus, with better fleet analysis more 
benefits can be achieved depending on the age of the fleet. 

This way the selected time period has an impact on the total 
benefits of fleet data utilization. Costs related to the data 
gathering, data processing and analysis work can assumed to be 
constant over time except for the above mentioned impact on 
the interest. 

Thirdly, the level of data refining affects the amount of 
benefits and costs. The level of data refining can be viewed as 
an input to the phases of data utilization, including data 
collection, preprocessing, as well as analysis and modelling 
work. The level of data refining represents how much resources 
are invested in data refining. It can be assumed that the amount 
of benefits increases significantly when the level of data 
refining increases. Better decisions can be made with more 
accurate analysis and decision support and thus more benefits 
can be achieved (Laws 2 and 4 by [9]). The level of data 
refining affects the costs of fleet data utilization as well. The 
costs increase with the higher level of data refining. However, 
it can be presumed that the costs of data refining are increasing 
significantly if the models are wanted to be extremely 
predictive and reliable. Thus there is a limit when it needs to be 
considered if it is profitable to develop models further and if 
the additional benefits can still outweigh the costs of data 
refining. Often it is enough that the models give adequately 
reliable information for decision makers but in some cases 
more accurate predictions are required. 

B. Framework for the Value of Fleet Information 

Different factors affecting the value of fleet data utilization 
have been discussed and the value of fleet information can be 
seen to comprise these factors. In this section, we assemble the 
factors affecting the value of fleet information and we present a 
conclusion about how the value of fleet information can be 
approached from a cost-benefit perspective (Figure 1). 

The value of fleet information can be viewed as the 
difference or the ratio between the discounted total benefits and 
total costs. Total benefits consist of multiple benefits which can 
be achieved with the analysis of fleet data. The benefits were 
discussed in detail in section 2.2. Total costs consist of 
components such as investments in hardware, software and 
data refining work. 

The amounts of costs and benefits are affected by the data 
refining level as was discussed in section 3.1. The level of data 
refining is affecting e.g. the amount of analysis costs and on the 
other hand the amount of benefits. Better decisions and more 
benefits can be achieved with advanced data analysis and 
models. The size of the fleet affects the costs and benefits as 
discussed in section 3.1. The DuPont type of chart in Figure 1 
summarizes the factors affecting the value of fleet information. 



 

ISBN 978-91-7583-841-0   79 

 
Fig. 1. The factors affecting the value of fleet information 

 

IV. DISCUSSION AND CONCLUSIONS 
This paper extends the discussion about the value of 

information in asset management by utilizing the cost-benefit 
approach. The purpose was to evaluate the factors affecting the 
value of fleet information. As a result, we are presenting a 
framework where the value consists of the costs of data 
refining, including hardware, software and data processing 
work related costs, and the benefits that can be achieved 
through data utilization in maintenance management at fleet 
level. New technologies in data collection and data utilization 
are topical in scientific discussion but the profitability of these 
investments is inadequately researched. We are contributing to 
the field by examining the costs and benefits of fleet data 
utilization and developing a framework to assess the value of 
fleet information. As practical implications managers get better 
understanding about the value of data refining. It is important 
to acknowledge that the benefits of investing in IoT 
technologies are not self-evident, and that accurate analyses 
and practical models are needed in order to make better 
decisions and achieve benefits. 

The framework in Figure 1 summarizes the answer for the 
research question, and combines the factors affecting the value 
of fleet information. The framework is based on the 
presumption that more accurate and multifaceted fleet level 
data enable better decisions which are converted into cost 
savings and other benefits. The realization of cost savings 
depends on the quality of decision support analysis and models. 
Figure 1 is a basis for further research that will concentrate on 
quantitatively modelling the value of fleet information. 

The value assessment in the developed framework takes 
only one company into consideration. However, fleet data are 
inter-organizational by nature and thus also other stakeholders 
who deal with the asset fleet and fleet data need to be taken 

many companies and the value of fleet information should be 
observed from a network or ecosystem perspective. 
Considering the value of fleet information from ecosystem 
perspective would make it possible to divide the costs of data 
collection and the costs of other data processing between 
various actors in the ecosystem, influencing the value of fleet 
information. The value of fleet information at ecosystem level 
is an important topic for further research. 
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Abstract— Companies increasingly focus on their long-term 
sustainability and ecological footprint. Circular economy models 
are a step towards more sustainable business in networked 
companies. Majority of business and operating models contain 
elements of circular economy. These models have implications for 
the asset management strategies, processes and practices in 
companies. They create new kinds of opportunities and threats 
and enable new asset management related innovations. 

In this paper, the general archetypes of circular economy 
models are presented. Two assessment frameworks are utilized to 
identify the different types of models. The circular economy 
models are analyzed from the asset management perspective. 
Opportunities and threats produced by the circular economy 
models for asset management were identified. 

Keywords— Asset management, circular economy, threats, 
opportunities 

I. INTRODUCTION 
Often, industrial processes and supply chains are 

understood and operated as a linear sequence such as 
extraction, transport, conversion, consumption, waste and 
disposal, or take, make and dispose [1, 2]. Linear supply chains 
are designed to improve the efficiency of each life cycle phase 
aiming to ensure maximum output at minimal cost. In such a 
system, returning or repairing products for reuse creates 
additional costs and forms a disturbance to the optimized flow. 
[1.] 

In comparison, according to circular economic principles a 
product is designed to create minimal waste by for instance, 
allowing it to be easily repaired, or the materials or components 
to be upgraded or reused [1]. Circular economy aims to be a 
continuous positive development cycle that preserves and 
enhances natural capital, optimizes resource yields, and 
minimizes system risks by managing finite stocks and 
renewable flows [2]. In circular models, value creation is built 
on longevity and new consumption forms [1]. 

The concept of circular economy is restorative and 
regenerative by design aiming to keep products, components, 
and materials at their highest utility and value at all times [2]. 
Adoption of circular economy business models has been low 
[3, 4]. Currently, companies have started to exploit untapped 
potential along the value chains and to promote resource and 
energy management concepts. Major global companies such as 
Google, Unilever and Renault have been recently paying 
attention to circular economy, however, it should concern also 
smaller companies that are increasingly affected by the shift to 
circular economy model [5]. The evolution of companies 

toward the circular economy implies radical changes not only 
in their business and operating models, but also in the 
ensemble of their supply chains, partnerships and value 
networks. The challenge is how the companies can exploit the 
business opportunities resulting from the transition to a more 
sustainable economy. 

A shift to circular economy is seen beneficial from the 
environmental and social perspectives but also from the 
economic standpoint. It is estimated that a shift to a circular 
economy would reduce each European nation's greenhouse-gas 
emissions by up to 70% and grow its workforce by about 4% 
[6, 7]. Ellen MacArthur Foundation et al. [8] present that 
adopting circular economy principles would, in addition to 
social and environmental benefits, generate a net economic 
benefit of 1.8 trillion € by 2030. 

Circular economy has implications for the asset 
management strategies, processes and practices in companies. 
It creates new kinds of threats and opportunities and enables 
new asset management related innovations. Circular economy 
and asset management both aim at more efficient resource 
usage. Physical assets contain many scarce materials and thus, 
asset management is a key circular economy research area [9]. 
All things considered, asset management has a major role in 
reaching the social, environmental and economic targets set to 
circular economy. 

However, asset management literature has paid little 
attention to circular economy [9]. There is a lack of guidance 
for taking sustainability aspects into account in asset 
management [10]. Relation of circular economy principles and 
asset management is not defined clearly [9, 10]. Additionally, 
there is a lack of methods to support circular economy based 
asset management decisions [9]. Many of the circular economy 
models presented in the literature discuss the role of asset 
management, its requirements and possible enablers and 
barriers only at a general level if at all. The special 
requirements for maintenance are also not considered. Circular 
economy examples mostly focus on the material flows between 
the producers and customers, while the information flows 
between the key stakeholders required to deliver, maintain and 
dispose the product or service are usually not covered. 

In this study, we identify typical circular economy models 
and analyze them from the asset management perspective. In 
addition, we discuss the threats and opportunities produced by 
the circular economy models for asset management. 
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II. CIRCULAR ECONOMY MODELS 
Several authors have provided classifications for circular 

economy business and operating models [e.g. 11, 12, 13]. In 
this paper, we do not analyze the characteristics of these 
business or operating models. We present the classifications of 
Bocken et al. [11] and Lacy and Rutqvist [12] as these 
classifications are complementary and offer different 
perspectives to circular economy models i.e. sustainability and 
business perspectives respectively. 

Bocken et al. [11] divide circular economy strategies into 
three categories: 

1. Slowing resource loops 

2. Closing resource loops 

3. Resource efficiency or narrowing resource flows  

Firstly, slowing resource loops is achieved through 
designing long-life goods and extending product-life. Product-
life can be extended through, for instance, repair and 
remanufacturing. The extension or intensification of product-
life increases the utilization period of products and, thus, 
results in a slowdown of the flow of resources. For the slowing 
of resource loops, four circular economy models are 
introduced: access and performance model, extending product 
value, classic long-life model and encouraging sufficiency.  

Secondly, closing resource loops is reached through 
recycling. In this archetype, the loop between post-use and 
production is closed resulting in a circular flow of resources. 
Two models for closing loops are presented: extending 
resource value and industrial symbiosis. Thirdly, resource 
efficiency or narrowing resource flows aims at using fewer 
resources per product. 

Lacy and Rutqvist [12] present a more business oriented 
view of circular economy models (A-E): 

A. Circular supply-chain, where supply resources are 
designed for regeneration. In the circular supply chain fully 
renewable, recyclable or biodegradable inputs are used as 
substitutes for linear ones. Examples of products offered with 
business models belonging in this category are renewable 
energy, and bio-based and recyclable materials. These products 
can be produced for other companies or for own operations. 
Examples of companies using this business model type include 
CRAiLAR (biomass), Natureworks (biopolymers), AkzoNobel 
(paints and coatings) IKEA (producing and using renewable 
energy) and Ecovative (mushroom based plastics). 

B. Recovery and recycling, where sources hiding in 
companies’ production outputs and discarded products are 
protected, recaptured, and reused. The goal of this circular 
economy model is to find value in all material streams. 
Examples of companies using recovery and recycling model 
are General Motors (zero waste program), Interface (reuse 
nylon from fishnets in carpet manufacturing) and PUMA (bring 
me back bins). 

C. Product life extension, where products that are built to 
last. The goal of this model is to increase the value from the 
invested resources and provide as long as possible useful life 

and maximized profitability over life cycle of products. Product 
life extension includes activities such as built to last, resell, 
repair, upgrade, refill, refurbish and remanufacture. Companies 
using product life extension approach include, for instance, 
Electrolux (modularity in products) and Caterpillar 
(remanufacturing). 

D. Sharing platform, where the goal is to boost the 
productivity of assets. For instance, companies such as 
AirBnB, LiquidSpace and Lyft are utilizing this model. Sharing 
platform provides a means to connect product owners with 
individuals or companies that would like to use them. 

E. Product as a service (PaaS), where performance is on 
focus over ownership. Unlike in sharing economy, companies 
retain ownership of a product and offer it to customers in a 
product-service system, PSS. Examples of companies using 
this circular economy model type include, for instance, 
Michelin [7]. 

Table 1 introduces the connections between the taxonomies 
of Bocken et al. [11] and Lacy and Rutqvist [12].  

TABLE I. CIRCULAR ECONOMY MODELS ANALYSED IN THIS STUDY. 

Taxonomy of Lacy and 
Rutqvist [12] 

Taxonomy of Bocken et al. [11] 

A. circular supply-chain 2. closing resource loops 
B. recovery and 
recycling 

2. closing resource loops 
3. resource efficiency or narrowing resource flows 

C. product life extension 1. slowing resource loops 
3. resource efficiency or narrowing resource flows 

D. sharing platform 1. slowing resource loops 
3. resource efficiency or narrowing resource flows 

E. product as a service 3. resource efficiency or narrowing resource flows 
 

III. ASSET MANAGEMENT AND CIRCULAR ECONOMY 
Asset management can be defined as “coordinated activity 

of an organization to realize value from assets”. Realization of 
value involves balancing of costs, risks, opportunities and 
performance benefits. [14.] This definition takes into account 
the increasing complexity, uncertainty and requirements that 
the asset managers have to face. Current industrial networks 
involve a number of organizations as key stakeholders 
including asset operators and owners, regulatory and statutory 
bodies, service providers, engineering contractors, technology 
developers, equipment manufacturers, spare part vendors and 
logistic providers [15]. Brown et al. [16] list sustainability, 
interaction between built assets and natural environment, 
resilience, life cycle management, community demands, 
information management and new types of governance 
arrangements as issues that the current asset management 
systems need to take into account. On the whole, asset 
management systems contain multiple stakeholders and value 
elements that should be considered when making asset related 
decisions. 
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The effect of circular economy on asset management can be 
discussed through asset management fundamentals presented in 
ISO 55000 [14]: 

• Value. The goal of asset management is to provide tangible 
or intangible value to the organisation. The value is 
determined by the organisation and its stakeholders so that 
it is aligned with the organisational objectives. Use of 
lifecycle approach is emphasised. 

• Alignment. Organisational objectives are translated into 
technical and financial plans and decisions by asset 
management. Organisations should have risk-based and 
information-driven planning and decision-making 
processes, integration of asset and functional management 
processes (e.g. finance, human resources, information 
systems, logistics and operations) and the specification and 
implementation of supporting asset management system in 
place. 

• Leadership. Leadership and workplace culture are 
elements determining the realization of value. 
Organisations should consider having clearly defined roles 
and responsibilities, ensuring that its employees are aware, 
competent, and empowered, and consulting with employees 
and stakeholders regarding asset management. 

• Assurance. Asset management should give assurance that 
assets fulfil their required purpose. In order to fulfil the 
needs of assurance, organisations should implement 
processes for connecting the purposes and performance of 
the assets to the organizational objectives, for assurance of 
capability and for monitoring and continual improvement, 
and providing the necessary resources and competent 
personnel for demonstrating assurance. 

IV. METHODOLOGY 
Figure 1 presents the research methodology used in this study.  

 
Fig.1. Research methodology. 

Firstly, asset management and circular economy literature is 
reviewed. Secondly, two assessment frameworks, Bocken et al. 
[11] and Lacy and Rutqvist [12], are identified and utilized to 

classify the different types of circular economy models. 
Thirdly, the models are analyzed for the asset management 
related threats and opportunities. Asset management 
fundamentals described in ISO 55000 [14] are used as a basis 
for the analysis. The evaluation of the opportunities and threats 
is conducted in a workshop in which the authors analyze the 
circular economy models one by one from the perspective of 
the asset management fundamentals. Examples of circular 
economy models were used to help to focus on the specific 
circular economy models. The evaluation is based on the expert 
opinion of the authors. The authors have altogether over 50 
years of experience from the asset management field. 

V. RESULTS 
Circular economy models bring new business opportunities and 
threats for companies [e.g. 17]. In this paper, the focus is on the 
opportunities and threats for asset management activities and 
processes when changing from linear to circular economy 
models. In Table 2, the threats and opportunities for asset 
management fundamentals are presented. The fundamentals are 
divided into two categories; value and activities supporting 
value creation (alignment, leadership and assurance). The 
threats and opportunities are considered especially from the 
asset owner’s perspective. 
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TABLE II.  IMPLICATIONS OF CIRCULAR ECONOMY MODELS FOR ASSET MANAGEMENT. 

Circular economy 
model 

 Threats Opportunities 

Circular supply-chain 
- closing resource loops 
 
Example:  
Production of biomaterials 
from the side streams of 
pulp/paper production 

Value 
- Obsolescence of old assets 
Alignment, leadership & assurance 
- More actors and stakeholders in the value chain increase 
the complexity of the production system and the 
organisation and cause new challenges for decision-
making, leadership and the assurance of performance 
- biological contamination  
same or better quality requirements as for nonbiological 
products (a challenge for producers) 

Value  
- New purposes for old assets 
Alignment, leadership & assurance 
- Demand for new asset management system is an 
opportunity for improved asset management system 
- New asset management system enables better 
leadership & assurance  

Recovery and recycling 
- closing resource loops 
- resource efficiency or 
narrowing resource flows 
 
Example:  
Recycled paper production 

Value 
- Recycled raw materials may cause disturbances to 
production machinery (e.g. contaminated materials and 
products) 
- Increased complexity of machinery fleet (new types of 
machinery needed) 
Alignment, leadership & assurance 
- Increased system complexity 
 limited availability of information challenges for 
decision-making 
- More actors and stakeholders in the value chain increase 
the complexity of organisation and cause new challenges 
for leadership and the assurance of performance 
- Are the products produced from recycled materials as 
good as from virgin materials? 
- Unavailability of recycled raw material may lead to 
unplanned production stoppages failures may occur 
during ramp-up 

Value 
- New purposes for old assets 
Alignment, leadership & assurance 
- Demand for new asset management system is an 
opportunity for improved asset management system 
- New asset management system enables better 
leadership & assurance 

Product life extension 
- slowing resource loops 
- resource efficiency or 
narrowing resource flows 
 
Example:  
Caterpillar’s 
remanufacturing concept 
 

Value 
- Performance of assets  Remanufacturing machinery 
that is obsolete from the economic perspective 
Alignment, leadership & assurance 
- Availability of information 
better information of utilization, condition and location 
of machinery needed 
- How to assure that purpose is fulfilled? 
can new features be built on old chassis? 
how to implement assurance processes for new kind of 
life cycle phases? 

Value 
- cost reduction reduction of new materials and 
energy consumption in production 
Alignment, leadership & assurance 
- Demand better monitoring of performance of the 
product and the supporting processes to be successful 
other benefits such as decreased failures and 
disturbances, new service opportunities and concepts 

Sharing platform 
- slowing resource loops 
- resource efficiency or 
narrowing resource flows 
 
Example: 
Concept for renting 
machinery and power 
tools (e.g. Cramo) 

Value 
- Large amount of different users challenge for 
durability and asset management 
Alignment, leadership & assurance 
- Information need (location, condition, operational 
environment of the machine) how to implement 
supporting asset management system effectively 
- How to assure that the asset fulfil the needs of the 
user/customer? 

Value 
- More efficient use of resources (utilization rate) 
Alignment, leadership & assurance 
- Information need (location, condition, operational 
environment of the machine)  better availability of 
information 
- Demand better monitoring of use and performance 
to be successful new service potential for increased 
customer value such as decreased failures and 
disturbances through usage optimization 

Product as a service 
- resource efficiency or 
narrowing resource flows 
 
Example: 
Cost per performance 
concept (e.g. Rolls Royce 
power by the hour) 

Value 
- Up-front investment 
- Market risk? 
Alignment, leadership & assurance 
- Distributed asset base challenges for alignment of 
processes and assurance of performance 
- Conflicting interests between customer and owner 
- Usage of machinery (different users and ways of use, 
owner cannot necessarily affect) 
- Information needs (location, use, condition etc.)  

Value 
- Predictability and increased information about the 
condition, use, etc. of the machinery opportunity 
for lifetime value capture 
Alignment, leadership & assurance 
- Closer customer relationship related to management 
of assets increased capability to assure that assets 
fulfil their purpose 
- Predictability enables better personnel resource 
allocation 
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Circular supply chain model is contemplated through an 
example of biomaterials production from the side streams of 
pulp/paper production. In this model, old production assets 
may become obsolete if they are not suitable for producing new 
types of materials. Increased system complexity, increased 
number of actors and stakeholders in the value chain and the 
limited availability of information may cause challenges for 
decision-making and leadership. Additionally, there is a risk of 
biological contamination in the production process and the 
quality requirements for biomaterials are the same or better as 
for non-biological materials.  

Opportunities include identifying new purposes for old 
assets and the potential indirect benefits from the necessary 
improvements to the asset management system, leadership and 
assurance processes. 

Recovery and recycling is considered from the perspective 
of recycled paper production. The identified threats include 
disturbances to production machinery caused by recycled raw 
materials (e.g. contaminated materials and products), increased 
complexity of machinery fleet because of the need for new 
types of machinery, increased system complexity, increased 
number of actors and stakeholders in the value chain and the 
limited availability of information which may cause challenges 
for decision-making and leadership, securing the quality of 
products that are not produced from virgin materials, and the 
uncertainties related to the availability of recycled raw 
materials that may cause production stoppages and further on 
failures during ramp-up. Opportunities for recovery and 
recycling are similar to those in the circular supply chain 
model: new purposes for old assets and indirect benefits from 
the improved asset management system, leadership and 
assurance processes. 

Product life extension is reflected from the perspective of 
Caterpillar’s remanufacturing concept. From the asset 
management perspective, threats for this model include poor 
performance of assets due to remanufactured machinery that is 
obsolete from the economic perspective, increased need for 
information on utilization, condition and location of the 
machinery, and risks related to assurance of fulfilling the 
purpose of assets such as building new features on old chassis 
and implementing assurance processes for new kind of life 
cycle phases. Identified opportunities for this model include 
cost reduction due to reduction of new materials and energy 
consumption in production, and the indirect benefits caused by 
the need for better monitoring of performance of the product 
and the supporting processes to be successful such as decreased 
failures and disturbances, and new service opportunities and 
concepts. 

Sharing platform is considered through a concept for 
renting machinery and power tools (e.g. Cramo). Threats for 
this concept include challenge for durability and asset 
management caused by a large amount of different users, 
increased information need such as location, condition and 
operational environment of the machine, and the challenge for 
effectively implementing the supporting asset management 
system, and assuring that the assets fulfill the needs of the users 
and customers. Opportunities for this model include increased 
utilization rate of the machinery, better availability of 

information and new service potential for increased customer 
value such as decreased failures and disturbances through 
usage optimization due to the need for monitoring of use and 
condition of the machinery. 

Product as a service model is contemplated through an 
example of cost per performance concept (e.g. Rolls Royce 
power by the hour). From asset management perspective, 
threats for this model include large up-front investment need 
and the market risk for the investment in case of disruptive 
events (volcano eruptions, etc.). Market risk can be either 
business or asset management risk as it has both asset 
management (resource planning, etc.) and business (costs, etc.) 
implications. Additionally, distributed asset base is a challenge 
for process alignment and performance assurance, there may be 
conflicting interests between the customer and owner caused 
by market related reasons or other reasons, users may have 
different ways of using the machinery and the owners may not 
be able to control the way the machinery is used, and the model 
involves increased information needs such as location, use and 
condition related information. 

Opportunities for this model include lifetime value capture 
enabled by increased predictability and information about the 
condition and the use of the machinery. In other words, the 
increased amount and quality of asset data enables new and 
better asset related services, maintenance operations and 
processes. In addition, this model enables increased capability 
to assure that assets fulfil their purpose caused by closer 
customer relationship related to management of assets. 
Increased predictability helps the leadership fundamental and 
enables better personnel resource allocation. 

VI. CONCLUSIONS 
Asset management objectives are derived from the strategic 

objectives of an organisation and aim at maintaining and 
improving the value of the asset base. When moving from 
linear operating models to circular models asset managers have 
to consider many new factors related to the asset management 
fundamentals presented in ISO 55000 [14]. However, the asset 
management literature has not yet paid attention to the 
changing requirements and needs of circular economy models. 
In fact, the circular economy has been paid little attention in 
the asset management literature [9]. The goals of asset 
management and circular economy are at large aligned, as both 
aim at increased resource efficiency and prolonging the useful 
life of machinery.  

In this paper, we identify asset management related threats 
and opportunities in circular economy models from the asset 
owner’s perspective. Based on the analysis, the opportunities 
and threats for asset management are different in different 
circular economy models. In addition, they are different from 
the many generic circular economy opportunities and threats 
identified in the literature [e.g. 17]. The circular economy 
models, in general, introduce asset management threats related 
to complexity of the supply chain and information systems, 
new value elements and their management and the assurance of 
quality in the new ecosystem. The opportunities for asset 
management include, for instance, potential for new purposes 
for the old equipment, potential for an improvement asset 
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management system, and cost savings and quality 
improvements through better availability and quality of 
information. 

This paper is our first attempt to assess the effects of asset 
management on the circular economy models and how the 
selection of a specific circular economy model affects the 
requirements for asset management. We argue that asset 
management is one of the most important factors to be 
considered when developing, implementing and using circular 
economy based business models.  

Additionally, the goal of this study is to further develop the 
archetypes of circular economy models presented in this paper 
from the perspective of asset management. Depending on the 
examples and companies, the opportunities and threats for asset 
management change. In addition, some operating models that 
contain circular economy elements, such as virtualization and 
dematerialization, and producing on demand are not considered 
in these archetypes. Our goal is to create representative case 
examples that consider the information and material flows, as 
well as asset management perspectives. Ultimately, we aim at 
creating a new classification of circular economy models based 
on the asset management perspective. The cases and archetypes 
help companies and organizations to better assess and develop 
their processes and business models towards circular economy. 
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Abstract—The paper reviews the performance 
measurement in the domain of interest. Important data in asset 
management are further, discussed. The importance and the 
characteristics of today’s ICTs capabilities are also mentioned 
in the paper. The role of new concepts such as big data and 
data mining analytical technologies in managing the 
performance measurements in asset management are discussed 
in detail. The authors consequently suggest the use of the 
modified Balanced Scorecard methodology highlighting both 
quantitative and qualitative aspects, which is crucial for 
optimal use of the big data approach and technologies. 

Keywords—business performance measurements, asset 
management, big data technologies,  

I. INTRODUCTION 
In manufacturing there is a strong need to diminish and 
eliminate costly, unplanned downtime as well as unexpected 
breakdowns. Within the manufacturing environment, with 
growing complexity of equipment and high degree of 
automation, expectations from maintenance are now 
growing. In addition, the diversity of data to support 
maintenance strategy development adds more complexity for 
data sharing and exchanging. A system-wide communication 
approach is needed to efficiently process and distribute the 
data [1]. The emergence of Information and Communication 
Technologies (ICTs) and the e-maintenance approach in the 
industry has resulted in a promising move from the era of fix 
when failed into the era of predict and prevent. The move 
into the latest era is facilitated by the development of 
sophisticated sensors and Information Communication 
technologies (ICTs) that are adept to deliver data about the 
machines health condition, i.e.  status and performance. 
However, according to Lee et al. [2], there is slightly and/or 
almost no practical use of the existent data that are produced 
by the machines or other related data that could possibly 
increase the efficiency of the asset management process. The 
data produced in a company is extremely important for 
improved decision making. Performance Measurement is a 
well-recognized and important area in the manufacturing 
strategy literature [3]. The maintenance performance 
measurement is both quantitatively and qualitatively 
grounded [4]. The quantitative measures are inter alia 
economic and technical values, statistical and partial 
maintenance productivity indices. The qualitative measures 
are mostly the human factors. In the case of asset 

management, customers form a major part of this qualitative 
measurement. The qualitative methods complement the 
quantitative methods in order to present a larger clearer 
picture of the performance. The data mining and big data 
technologies provide several “new” opportunities with the 
emergent algorithms to find hidden patterns on the data that 
the performance indices are based on. This becomes crucial, 
since companies that use the latest technologies in an optimal 
manner can acquire competitive advantages, which is crucial 
in today’s aggressive markets. 

Consequently, the paper suggests the use of a modified 
Balanced Scorecard in conjunction with the Big data and 
performance measurement process, since it provides a clear 
connection to the asset management strategy chosen and its 
objectives. Further, it gives an understanding of the needed 
Information Systems (IS) and ICTs (in this case the big data 
technologies) depending on the strategy, objectives and 
critical success factors. 

The current paper is structured in the following way. Section 
2 briefly reviews the area of performance measurements and 
highlights essential characteristics of it in the domain of 
interest. Next, in Section 3, big data and its relation to the 
performance indices are discussed. In Section 4, the use of a 
modified Balanced Scorecard is suggested for the strategic 
management of the ICTs, especially the big data technologies 
in connection to the domain of interest.  

 

II. THE PERFORMANCE MEASUREMENTS 
In this section, a discussion on common performance 
measuring methods is carried out including a brief on the 
development of Balanced Scorecard. Adaptation of balanced 
scorecard methodology to measure the performance of 
maintenance and assets is also discussed in the section. 

The authors, Srimai et al. [5] explain the evolutionary paths 
of performance measurement from the 1980s to the present. 
Historically, performance measurement has been examined 
through the prism of financial measures. In the 1970s, 
researchers examined how organizations used management 
accounting systems especially budgeting as tools for 
performance measurement. In the 1980s, the focus was 
placed essentially on the budgeting process and its impact on 
performance [6]. Limitations of financial data as the basis for 
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decision making in organisations has been recognised for a 
long time [7]. Olve et al. [8] emphasized on the need to 
include non-financial measures in the performance 
measurement system. Recent literature in this area also 
suggests that organizations should place  more emphasis on 
non-financial measures in their performance measurement 
systems; that organizations must use new performance 
measurement approaches; and that measures should be 
aligned with contextual factors such as strategy and 
organizational structure [6]. 

The field of performance measurement slowly evolved from 
considering only financial aspects to a more holistic 
methodology that included non-financial aspects as well, 
such as the Balanced Scorecard developed by Kaplan and 
Norton [9]. In addition, Keegan et al. [10] introduced a 
performance measurement matrix. It aimed at assessing the 
performance of the organization on financial, non-financial, 
internal and external aspects. Fitzgerald et al. [11] and 
Azzone et al. [12] also introduced different techniques of 
performance measurement. Cross and Lynch [13] posited the 
Strategic Measurement Analysis and Reporting Technique 
system (SMART). Some other approaches include Integrated 
Performance Measurement Systems [14], the Performance 
Prism [15], etc.  

In addition, Nonaka [16] argues that performance Indices is 
not just the connection between performance measures and 
strategy in an enterprise that is important, but also the 
knowledge required for the organization to achieve their 
strategic goals. 

The IS/ICTs provides companies with, and in this case 
maintenance, with many opportunities [17]. Use of IS/ICT’s 
is also important for the creation, storage, and dissemination 
of knowledge for the employees’ various work tasks. The 
performance indices are important for the successful 
accomplishment and control of the enterprises strategic goals 
[9; 18]. Pintelon et al. [19] mention that the performance 
measures are important, this to be able to react in time for 
threats or opportunities that the company might experience. 
While Dwight [20;21] mention that they are important for the 
measurement of the various activities that the enterprise 
undertakes. Neely et al. [18] says that it is a function of the 
effectiveness and efficiency of every action the company 
undertakes, therefore, it is crucial for any company.  

In addition, Performance Management is a process by which 
a company manages its performance [14]. There is evidence 
to suggest that companies using an integrated balanced 
Performance Management System perform better than those 
that do not measure their performance [22; 23]. Neely [24] 
posited that the approach of performance measurement must 
be practically feasible and cost effective. It is important to 
know what to measure and how to measure. The 
performance measures are needed to be relevant, 
interpretable, timely, reliable and valid [25].  Bititci et al. 
[14] highlighted that performance management of an 
organization should be “in line with its corporate and 
functional strategies and objectives”.  

However, the most widely used method for measuring 
performance was the Balanced Scorecard. Kaplan and 
Norton developed Balanced Scorecard as a method to use 
financial as well as non-financial data for informed decision 
making by the managers [9]. Balanced Scorecard for 
performance measures provides an insight into four 
management perspectives, i.e. financial, internal business 
processes, customer perspective and innovation & learning, 
which separately and together show the benefits of linking 
long term strategic objectives with short term actions [9]. It 
provides support to reach a decision whether or not the 
activities of the organization/department are aiding in 
meeting the objectives in line with the company’s strategy or 
vision. The choice of non-financial data points is made with 
strategic considerations in mind.  

Lawrie and Cobbold [26] listed the important attributes of a 
scorecard which are the following, i.e. it is a mixture of 
financial and non-financial measures, a limited number of 
measures, measures are clustered into four groups called 
perspectives, originally called “Financial”, “Customer”, 
“Internal Process” and “Innovation and Learning”. The last 
two were renamed “Internal Business Process” and 
“Learning and Growth” in Kaplan and Norton [27]. The 
measures are chosen to relate to specific strategic goals. The 
different measures should be chosen in a way that they gain 
the active endorsement of the senior management of the 
organization where some of the measures attempt to 
represent causality.  

The 1st generation balanced scorecard struggled in 
application because of vague definitions. There were design 
challenges that limited its usage. There were problems 
resulting because of adverse effects of poor measure 
selection. The common problem being encountered was of 
filtering the measures and classifying them in clusters. There 
was no clarity on the measure selection process in the initial 
literature on balanced scorecards. In the 2nd generation 
balanced scorecards, Kaplan and Norton [28] addressed the 
issues of vagueness by introducing ‘strategic objectives in 
each of the cluster/perspective. Newing [29] added the 
concept of causality. Further work during this period moved  
from defining causal relations between the 
clusters/perspectives, strategic objectives and performance 
measures. However, the problems of correctly identifying the 
causal relations that spanned over the clusters started 
emerging. There were additional problems of determining the 
correct composition of people who will decide the strategic 
objectives. The key issue remained of building confidence in 
the methodology to somehow indicate that the balanced 
scorecard reflects the strategic objectives of the organization 
[26]. This key issue was addressed by adding ‘vision’ or 
‘destination statements’ in the 3rd generation of balanced 
scorecards. In the earlier literature, these destination 
statements were created after the design of balanced 
scorecard was complete. This statement was made to reflect 
the likely impacts of the objectives that were chosen. These 
statements acted as reference points while the organisations 
were in the process of pursuing the strategic objectives. 
Kotter [30] argued that it is easier to arrive at objectives and 
measures if a vision statement is available ab-initio. This led 



 

ISBN 978-91-7583-841-0   91 

to a change in the balanced scorecard methodology and 
preparation of ‘destination statement’ became the first step in 
the process. 

Wide applicability of balanced scorecard method has 
prompted researchers to use it for assessing performance of 
other functions. Maintenance performance measurement 
(MPM) is one such usage of the method. Parida and Kumar 
[31] have listed the factors for demand of MPM, such as 
measuring value created by the maintenance, justifying 
investment, revising resource allocations, health safety and 
environmental (HSE) issues, focus on knowledge 
management, adapting to new trends in operation and 
maintenance strategy, organizational structural changes, etc.  

Moreover, a major part of any performance management 
system is the measurement of the performance of the assets. 
Societal responsibilities for prevention of loss of life and 
injuries, besides high maintenance cost are compelling the 
management to undertake Asset Performance Assessment 
(APA) as part of the business management and measurement 
system. Different APA frameworks need to be developed in 
line with the “Balanced Scorecard” (Kaplan and Norton, [27] 
to ensure that all operational and maintenance activities of 
the assets are aligned to the organization’s corporate 
strategies and objectives in a balanced manner [32]. A Multi-
criteria hierarchical APA framework for Engineering Asset 
has been developed by Parida and Chattopadhyay [33]. This 
framework makes use of both financial and non-financial 
measures to assess the asset performance. It includes 
seemingly intangible items including customer and employee 
satisfaction in addition to financial factors including Return 
on Investment (RoI). The framework provides a measure of 
the asset performance of the organization. 

Consequently, global organizations have realized the 
importance and necessity of a good performance 
management system. The efficacy of these management 
systems can be drastically improved through use of big data 
analytics. In the next section of the paper, big data analytics 
and its characteristics as applicable to performance 
management are discussed. 

 

III. BIG DATA AND PERFORMANCE 
MEASUREMENTS IN ASSET MANAGEMENT 

In this section, the Big data approach for measurement of 
performance indices is discussed. The shift of the 
performance measurement techniques from pure financial 
data to a mix of financial and non-financial data increased 
the subjectivity of the measurement system. There have been 
continuous improvements in the measurement system such 
that the subjectivity of intangible data can be reduced. The 
three generations of balanced scorecards have aimed at 
achieving more objectivity in the measures by removing 
vagueness through introduction of strategic objectives and 
destination statements [26]. Increased data inputs from 
customers and employees through techniques of crowd-
sourcing have improved the efficiency of the measurement 

systems. Big data analytics has the potential to make the 
measurement systems even better. 

Big data has two important characteristics; high 
dimensionality and large sample size. High dimensionality of 
the data helps in accurately predicting the future [34]. On the 
other hand, a large sample size helps the analysis in two 
ways; firstly, exploring the hidden structures of each sub-
population of the data, which is traditionally not feasible and 
might even be treated as ‘outliers’ when the sample size is 
small; and secondly, extracting important common features 
across many sub-populations even when there are large 
individual variations [35]. 

Large volumes of heterogeneous data is another 
characteristic of big data. The same type of data can be 
represented in different forms, depending on the choice made 
by different organizations. The data is collected through 
autonomous data sources with distributed and decentralized 
controls. Being autonomous, each data source is able to 
generate and collect information without involving (or 
relying on) any centralized control. The complexity and the 
relationships underneath the data are also increasing as the 
data is becoming big. In an early stage of data centralized 
information systems, the focus is on finding best feature 
values to represent each observation [36]. 

The major portion of the data that constitutes big data is from 
the social media and the internet. The social media and 
Internet contain large amount of information on the 
consumer preferences and confidences, leading economic 
indicators, business cycles, etc. It is anticipated that the 
social network data will continue to explode and be exploited 
for many new applications [35]. To summarize, big data has 
the characteristics of heterogeneous data which has high 
dimensionality and large sample size, collected by 
autonomous and decentralized sources that is used for 
exploring complex and evolving relationships between 
variables. In the next section, the paper discusses the 
applicability of these features of big data to performance 
measurement of organizations. 

Performance management systems are a holistic system of 
measuring the performance of an organization. They base the 
measurement on financial, non-financial, external and 
internal factors. The data is gathered from a host of different 
sources that vary from figures to tweets. These data sources 
are autonomous with no centralized control. Customers that 
are located on all parts of the globe key in the feedbacks 
through twitter, Facebook, product review sites, complaints 
on the internet, to name a few amongst many other methods. 
Most of this data is through subjective comments, though 
some of it may be in terms of ranking on point scale. This 
constitutes a large part of big data that can be analysed. In 
addition to the customers, employees pitch in with more data 
through written suggestions, complaints and feedbacks. Each 
member of the organization and its customers act as sensors 
that are sending in data into the management system. The 
data from maintenance department gets added to it too. There 
are often complex relationships that exist between the data 
points that get highlighted because of the large volume of 
data coming into the system. This is very similar to big data 
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analytics and has similar characteristics that were discussed 
previously in this section 4. The data collection and analysis 
part in asset management scenario is depicted as framework 
in figure 1.  

 
Fig.1. Performance Management through Big Data (Adapted from Jagadish 

et al. [36]) 

The data in the storage is of three different types; real time 
data, old data and summary of the data. Real time data is 
used to monitor the condition of the assets, quality of the 
products, reaction of the customers to new launches, morale 
of the employees, etc. Old data and the summary of the data 
are used to answer statistical queries that indicate trends 
which can foretell future. An important part of this 
performance management system is the way the final results 
are presented to the user. It has to be made sure the end 
points - humans - can properly “absorb” the results of the 
analysis and not get lost in a sea of data [37]. 

 It is important when working with big data to keep in mind 
the quality of data and quality of models that are developed. 
For example, it is clear from statistics that most people die in 
horizontal position i.e. in bed. From this, it could be wrongly 
concluded that the easiest way to guarantee a long life would 
be avoiding horizontal position and in order to do so to buy a 
bed in which one can sleep in vertical position. Another 
example is how eating ice-cream correlates with drowning 
accidents. In maintenance the running hours are often 
collected and based on those statistical studies are carried out 
in order to optimize the interval for maintenance. 
Unfortunately, the running hour is a very poor measure of the 
condition of production machinery because the loading of the 
machinery is actually a more important factor. Consequently, 
it is important whenever big data is used to be able to 
understand the process that is monitored and to realize what 
should be measured and how this information can be 
integrated to provide meaningful results. 

 

 

IV. MANAGING THE PERFORMANCE 
MEASUREMENTS WITH THE SUPPORT OF THE BIG 

DATA TECHNOLOGIES 

The decision of selection of a suitable performance 
measurement can vary depending on the industry, 
organization and business unit. The implementation 
methodology of a performance measurement system can also 
vary depending upon recommendation, frameworks, systems 
and inter-organizational performance measurement [38]. 
However, selection of suitable ICTs, especially the big data 
technologies, that will support the decision making process 
for the specific performance measurement is an important 
activity. It is, therefore, crucial to have an understanding of 
the big data, machine learning and data mining technologies 
to be able to develop big data systems that provide the right 
recommendations to the person that will take the decisions. 
Consequently, the complex picture of all the involved factors 
that matter both technically as well as financially can be 
understood by the use of the model shown in Figure 2. Since 
both technological as well as business aspects of a system are 
considered, the model can be seen as a more accurate 
version. The figure highlights the importance of choosing a 
clear asset management strategy with well laid out mission 
and vision statements. The selected mission and vision are 
connected to certain objectives that need to be measured 
and/or controlled. From this flow out the actions that need to 
be taken in order to achieve the objectives. These actions are 
called as Critical Success Factors (CSF). The actions need to 
be continuously supported with the right and proper 
Information Systems (IS) and ICTs for their successful 
implementation.  

Actions (CSF) to take

IS/ICT needs

Asset Management Strategy

Mission&Vision
Objective to achieve

What and how to measure

 
Fig.2. Strategy and IS/ICT alignment. 

The model in Figure 2 is inspired by the DIKAR model [39], 
which highlights the Data, Information, Knowledge, Action, 
and Results in a system and uses the well-known Balanced 
Scorecard (BSC) as a part of the model such that the strategy 
chosen is in balance with both qualitative and quantitative 
aspects. The IS and ICTs that are selected must be capable of 
capturing the data and converting it to information and 
knowledge. The actions taken and the results that are 
achieved should ultimately support the fulfilment of business 
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strategy. The ICT needs are the technical support of the 
system, i.e. the infrastructure that supports the information 
system in the organization, such as, databases, servers, 
applications servers, cloud computing, user interfaces, etc. 
The BSC tries to provide to executives with a framework that 
is able to translate a company’s vision and strategy to some 
coherent set of performance measures.  

Figure 3 is a modified version of the conventional balanced 
score card developed at the Harvard Business School [27, 
40]. The four aspects highlighted are the internal business 
perspective, the financial perspective, the customer 
perspective and the learning and growth perspective. The aim 
is to achieve a balance between the different long and short 
term objectives, outcomes desired and the performance 
indicators/drivers of those outcomes and between hard 
objective measures; all aimed to achieve an integrated 
strategy. It means that the balance scorecard and its four 
perspectives aim to fulfil the company’s strategy as best as it 
is possible. The balance scorecards (BSC) base the 
development of the key performance indicators (KPI) 
through the translation of the strategic vision and mission 
into a set of objectives, from which the business unit, i.e. in 
this case the asset management department, identifies its Key 
Success Factors (KSF) or Critical success factors, which then 
are translated into a series of quantitative KPIs.  

 

Internal business/financial/customer/Innovation and learning 
perspective 

Objective to 
achieve  

Measure(s) Action (CSF) IS/IT needs 

Efficient 
Maintenance 
Process 

OEE 

Availability 

Failures 

Planned 
Stoppages 

Quality Losses 

Speed Losses 

 

RCM 

Improvement in 
Communication 

Improved 
Feedback 
System 

Maintenance 
Performance 
Measurement 
Platform in a 
Big Data 
scenario with 
capabilities to 

• Distribute 
and store the 
data files over 
different 
nodes using 
HDFS 

• Manage 
Resources 
with 
application 
like Yarn 

• Analyse 
CSV data 
(Financial 
data) through 
applications 
like Hive 

• Analyse 
sensor data 
with 

Improved 
Financial 
Indicators 

Cost of 
maintenance 
per unit 

Costs of 
failures 

Cost of lost 
production 

Optimization of 
Maintenance 
Tasks 

Satisfied 
Customers 

High Service 
level 

MTBF 

MTTR 

Quality Rate 

Feedback 

Good Quality 
Spare Parts 

Training and 
up-skilling of 
workforce 

Motivated 
workforce 

through social 
media 

applications 
like Sandbox, 
Splunk 

• Analyse 
live 
streaming 
data (tweets, 
complaints, 
reviews, 
feedbacks, 
etc.) with 
applications 
like Solr, 
MongoDB 

• Visualize 
analysis and 
results with 
Tableau etc. 

Better 
Innovation 
and 
Learning 

Relations with 
OEM, Research 
Centres etc. 

Implementation 
of advanced 
maintenance 
methods 

Investments in 
R&D 

Fig.3. Balance score card (modified) [40]. 

It is important to understand connections between these 
factors. For the internal business in asset management, the 
objective is to improve the efficiency of the maintenance 
process. Various measures that indicate the efficacy of the 
maintenance process are the Overall Equipment 
Effectiveness (OEE), availability of machines for production, 
Unplanned and planned stoppages, losses in quality and 
speed of production. The efforts should be focussed towards 
improving the efficacy by measuring the performance of the 
internal process. This can be achieved by implementing 
Reliability Centered Maintenance (RCM) and improvements 
in feedback and communication system can improve the 
maintenance process. 

Financial data of the asset management company will be 
collected and stored in spreadsheets as Comma Separated 
Values (CSV). These spreadsheets will have measures like 
cost of maintenance per unit, cost of failures and cost of lost 
production. These costs can be brought down by optimizing 
the maintenance process.  

Customer satisfaction is measured through Mean Time 
between Failures (MTBF), Mean Time to Repair (MTTR), 
the quality rate of the manufactured item and the service 
levels provided to the operations sub-department by the 
maintenance teams. The operations sub-department is the 
customer for the maintenance sub-department in a 
manufacturing company. The satisfaction level can be 
improved by using quality spare parts and highly trained 
motivated workforce. However, the social media feedbacks 
of the end-customers (those who finally buy the product from 
the company) can also act as a measurement criteria for the 
maintenance personnel. Most of this data is unstructured 
which normally can be found on customer feedback about 
the products. As the data is unstructured, there is a need to 
use big data as well as data mining technologies to be able to 
elicit information and knowledge and/or even hidden patterns 
from the data. In addition, in asset management it could be 
interesting to understand the customer complaints and the 
association with other important attributes, for instance to 
avoid specific complaints with the products. It is essential to 
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use this technique for data analytics as the information 
contained in reviews, tweets, complaints, etc. is unstructured. 
Various methods of text mining such as information 
extraction, sentiment analysis, question answering, etc., are 
used to extract structured information from the unstructured 
data. Employee and customer complaints, customer reviews 
in the form of Facebook comments or tweets, etc., are some 
of the unstructured data that falls in this category. The data 
may, on analysis, reveal the problems in manufacturing 
process. It is anticipated that the social network data will 
continue to explode and be exploited for many new 
applications [35]. 

Improved Innovation and learning in the asset management 
department can be ensured through increased investments in 
R&D leading to higher collaborations between Original 
Equipment Manufacturers (OEM) and research centres. 

The ICTs needed for this kind of analysis are the data mining 
and big data analytics, such as association or clustering, since 
they provide knowledge about hidden patterns. In these 
approaches there is no response variable that we are trying to 
find relationship with as in supervised approach, since in the 
unsupervised method it is like working blind, due to the fact 
that it is possible to understand relationship between 
variables and observations. Subsequently, better condition 
monitoring systems that inform about the health of the 
machine in connection to the faults are required to improve 
the whole maintenance process. The big data technologies 
that can be used in this case are the ones that provide 
diagnosis of the say, bearing fault. There are some researches 
that have performed clustering for diagnosis of rolling 
element bearing, which can be found on Wang et al. [41]. 
The clustering algorithm used was K-means clustering. 
Similar advanced maintenance techniques are available that 
deal with numerous other failure modes. 

However, the major portion of the data that constitutes big 
data is from the social media and the internet which is 
connected to the customer’s aspects of the Balance Scorecard 
perspective. Social media and Internet contain massive 
amounts of information on the consumer preferences and 
confidences, leading economic indicators, business cycles, 
etc. It is important to utilize these inputs in a performance 
measurement system in order to attain competency and 
efficiency in the maintenance process. 

 

V. CONCLUSIONS 

The strategic management and in this case the asset 
management strategies need a proper alignment with the 
appropriate IS/ICTs applications portfolio, which is a crucial 
factor for any company that wants to gain a competitive edge 
over its rivals. Consequently, the IS/ICTs should be a support 
for the chosen strategy and should provide the decision 
maker with the right information and knowledge to be able to 
take the right decisions resulting in the successful realization 
of the strategy. The modified BSC supports the former 
mentioned, since it provides a holistic view as well as a 
detailed picture of both technical and business needs of a 

company following an asset management strategy. The 
business performance measurements part of the modified 
BSC facilitates the follow up of various metrics and by doing 
so, strategic failures are avoided. The modified BSC provides 
a clear connection with the objectives, measurements, actions 
and the IS/ICTs required for each one of the objectives 
connected to the strategy. The use of the proposed model or 
similar approaches highlights existing flaws and increases 
the alignment between the business and its IS/ICTs. The 
work is especially helpful to the organizations that are in the 
process of deciding to implement a big data analytics based 
performance measurement system. It provides a formal 
stepwise methodology that eases the process of decision 
making. However, there is need to further research the 
customization issues for particular industries when this 
method is applied. There will be certain more modifications 
required for different industry sectors and organizations. 
Future research can address this issue. 
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Abstract— The latest industrial revolution is manifested by 

smart and networking equipment. Realizing the full value of 
these machineries, and other business assets, has become 
increasingly important. Strategic asset management faces 
managerial, technical as well as methodological challenges, of 
which some could be reduced or overcome by applying 
technological solutions such as Internet of things, cloud 
computing, cyber-physical systems and big data analytics. This 
paper outlines the impact of the emerging technologies in the 
area of strategic management with special emphasis on the 
analytics as service provider for the maintenance functions. 

Keywords—maintenance 4.0, big data, cyber-physical systems, 
cloud computing, strategic asset management, challenges in asset 
management. 

I. INTRODUCTION 
Emerging information technologies have rapidly changed 

the business environment as the borders between the real world 
and the virtual world gradually disappear. This change is 
manifested in the knowledge intensive and service focused 
industry [1] as well as in the smart manufacturing equipped 
with cyber-physical machinery [2]. Industry 4.0 is understood 
as the fourth generation of industrial activity enabled by 
connected entities and systems and that brings new business 
opportunities for instance in form of increased 
individualization and flexibility in manufacturing [3]. This puts 
ever increasing demands on high performance of the 
manufacturing equipment and consequently, managing the 
equipment becomes important.  

Asset management helps an organization in understanding 
the value of its assets and the role of assets in achieving 
organizational objectives [4]. Just as the emerging technologies 
have impacted the businesses on local and global level, the 
technology development also has impact on the area of asset 
management. Indeed, maintenance plays a key role in asset 
management and is also a principal actor within industry 4.0. 

That is why one of the application areas of industry 4.0 is 
maintenance in the form of self-learning and smart system that 
predicts failure, makes diagnosis and triggers maintenance 
actions. These systems have high demands on data access and 
data quality and use multiple data sources to extract relevant 
information [5]. Maintenance 4.0 utilizes the advanced 
technologies for the predictive analytics and provides decisions 
based on feasibility. Maintenance 4.0 is mainly applicable for 
the industry 4.0 with emphasis on the prospects of maintenance 
that involves data collection, analysis, visualization and 
decision making for assets. Maintenance 4.0 also addresses a 
common Achilles heel in asset management: a better assets 
status forecasting, commonly called prognosis. The estimation 
of the remaining useful life establishes the basis for any 

operation or maintenance service in order to check the 
probability of mission accomplishment by the asset [6].   

It is relevant to mention the need of ‘Big data’ approach to 
diverse sources of information and create new services based 
on the ontologies exploited and therefore knowledge discovery 
performed [7]. This adoption of Big data may pave the ground 
for better Operation and Maintenance policies bridging the gap 
between them considering that O&M have been historically 
optimized in independent silos manner.  In this paper the 
applicability of Maintenance 4.0 and the positive effects on 
technology, organization and operations beings will be 
described from a systems perspective. 

The purpose of this paper is to describe the impact of the 
latest industrial revolution within the area of strategic asset 
management. A number of managerial, technical and 
methodological challenges are identified. How these challenges 
could be overcome by the application of Maintenance 4.0 and 
big data analytics is thereafter discussed. Especially the 
potential within advanced maintenance analytics is discussed 
and illustrated. The new technological advancements bring 
opportunities but also new challenges, of which the most 
emergent are highlighted in the end of the paper. 

II. THEORETICAL OVERVIEW 

A. Strategic asset management 
Asset management is according to ISO 55000 defined as 

the coordinated activity of an organization to realize value 
from assets [4]. The term asset refers to tangible as well as 
intangible items that have a value, either real or potential, to the 
organization. Activities are seen in a broad perspective, and can 
be the general approach, the planning as well as the 
implementation of the plans. [8] emphasizes the life cycle and 
sustainability perspectives of asset management, and proposes 
the following definition:  the optimization of the life cycle of an 
asset to meet performance standards in a safe and 
environmentally sound manner through smart Planning, 
Investment Financing, Engineering, Operations, Maintenance, 
Refurbishment and Replacement (Lutchman, 2006, p. 18). [9] 
describe asset management for infrastructure asset management 
as the rational decision-making process intended to satisfy the 
level of service demanded on assets //...// while simultaneously 
minimizing costs and maximizing effects (Park et al., 2016, p. 
711). [10] propose five key requirements of asset management: 
time, spatial, organizational, measurement and statistical 
generality. Asset management extends over time and across all 
types of assets, and at all levels of the organization. The 
performance measures covers economic, social and technical 
attributes of the assets, and on all performance levels. 
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The management of assets is documented in a strategic 
asset management plan [4]. This plan specifies how strategic 
objectives of the organization are to be converted into specific 
asset management objectives, i.e. the alignment of the asset 
management strategy with the corporate strategy. Continuingly, 
the plan describes the approach for developing asset 
management plans as well as the way the asset management 
system supports the achievement of set objectives. The asset 
management system and the relationships between key 
elements in the system are shown in Figure 1. The process flow 
is marked with thick arrows and information flows with thin 
arrows, while feedback is marked with dashed arrows.  

 
Fig.1. The asset management system, modified from ISO 

55000 

B. Maintenance 4.0 and big data analytics 
The on-going industrial digitalization provides enormous 

capabilities for industry to collect vast amount of data and 
information (i.e. Industrial Big Data), from various processes 
and data sources such as operation, maintenance, and business 
processes. However, having accurate data and information 
available is one the prerequisites in maintenance knowledge 
discovery. Beside the collecting data and information, another 
puzzle is to understand the patterns and relationships of these 
data useful and relevant for maintenance decisions.   

Hence, the purpose of this paper is to propose a concept for 
knowledge discovery in maintenance with focus on industry 
4.0 which could be seen as a smart manufacturing system 
consisting of physical assets such as machines, components 
and humans that are highly connected and integrated [11]. 
Maintenance 4.0 is a subset of the smart manufacturing system 
represented by self-learning and smart machines that predicts 
failure, makes diagnosis and triggers maintenance actions. The 
smart equipment is in form of embedded or cyber-physical 

systems (CPS), i.e. equipment where the physical and software 
components are intertwined. The CPS possesses computing 
resources for efficient data capture, processing and 
communication in order to monitor and control the system [12]. 

The internet has undergone several development phases, 
from connecting different computer devices to connecting 
people. Today the internet could be described as a socio-
technical system; a global and open information network 
consisting of subsystems, such as the social networks referred 
to as Internet of people and Internet of things that connects 
physical items through embedded software and sensors. 
Internet of things (IoT) can be understood as a global structure 
allowing virtual and physical assets to seamlessly be integrated 
into the information network, and to become an active part in 
socio-technical systems such as a company [13, 14]. Cloud 
computing covers all kinds of services offered through the 
internet [15, 16, 17]. Software as a Service (SaaS) refers to 
software available on the internet, either as freeware or for 
purchase. Instead of installing the software locally on a 
physical unit the software is available from any computer unit 
through the web browser. Similarly, Platform as a Service 
(PaaS) and Infrastructure as a Service (IaaS) utilizes the 
possibility to offer computer service through the internet - PaaS 
mainly in form of execution capabilities and IaaS for full 
computing capabilities in a virtual environment for the 
customer.  

[18] propose a virtualization of tangible as well as 
intangible assets into an Asset as a Service (AaaS) model. The 
AaaS supports the gathering, monitoring and analysis of asset 
data by providing a common ontology for asset management. 
Ontologies are a means to handle big and heterogeneous data 
sets. The term big data describes very large data sets that 
cannot be handled, stored or processed using traditional 
database management systems [19]. Big data is characterized 
by 5Vs: volume, velocity, variety, veracity, and value [20, 21, 
22]. The volume is large and constantly growing; especially as 
much of the data streams are in real-time of high velocity. The 
data sources and the data structures are heterogeneous which 
adds to the complexity; the variety of sources and structures 
leads to challenges regarding data quality and veracity. The 
vast data sets are a valuable asset to the organization if it 
possesses effective methods for the management and analysis. 
[23] explain that big data are data sets that can be aggregated 
and analyzed in various ways in order to visualize patterns in 
the data. Big data forces the organization to new ways of 
thinking and doing; it enables predictivity in the analyses by 
simulations, optimizations and statistical analysis [24]. Big data 
analytics utilize visualization for the interpretation of data by 
creating abstract or virtual representations of the information 
[25]. A special form of virtualization is the virtual or 
augmented reality, i.e. representations of the world created by 
mixing physical features with software features. Virtual and 
augmented reality could be used for simulation, training and 
educational purposes [17]. The main characteristics of 
Maintenance 4.0 are summarized in Figure 2. 
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Fig.2. Maintenance 4.0 

C. Information management within asset management 
Data produced in asset management can be described in 

terms of the 5Vs described by [21] and [22]. Data from sensors 
like accelerometers or acoustic sensors can be acquired with 
velocity of tens of thousands of samples per second per each 
measuring point. Having hundreds or thousands of those 
points, big volume of data is being produced. Some 
maintenance related data are structured while some are not, 
such as free text comments for performed maintenance actions 
or failure reports. Moreover, data from different systems are in 
different formats. This is the source of variety of data in asset 
management. Those data has potential value when properly 
employed in asset management, but in order to achieve this, 
there is need to asses and man-age the veracity of the data, i.e. 
the data uncertainty. Finally, understanding the value of data, 
i.e. how data can enable efficiency and effectiveness in 
maintenance management, for instance for improved decision 
making, and to choose the most cost-effective means to process 
the data is important. 

Data mining in big asset data can discover knowledge in 
terms of new patterns and relations not visible at a glance. The 
big data approach enables incorporation of contextual 
information in Maintenance Decision Support Systems (DSS) 
[26]. One example of useful knowledge that could be 
discovered is root causes of failure. This can provide an input 
for design improvement, as well as for more accurate 
maintenance planning. 

To support an effective maintenance decision making 
process needs a trusted DSS based on knowledge discovery. 
The process of knowledge discovery will essentially consists 
of; data acquisition: to obtain relevant data and manage its 
content; data transition: to communicate the collected data; 
data fusion: to compile data and information from different 
sources; data mining: to analyze data to extract information and 
knowledge; and information extraction and visualization: to 
support maintenance decision; as shown in Figure 3.  

The integration of data, recorded from a multiple-sensor 
system, together with information from other sources to 
achieve inferences is known as data fusion [27]. Data fusion is 
a prerequisite when handling data from heterogeneous sources 

or from multiple sensors. Knowledge discovery when applied 
for maintenance decision support uses eMaintenance concept 
for integrating the data mining and knowledge discovery. To 
get the right decision for the context sensing is a must. 
However, development of eMaintenance for industrial 
application faces a number of challenges which can be 
categorised into: 1) Organisational; 2) Architectural; 3) Infra-
structural; 4) content and contextual and 5) integration [28].  

Maintenance 4.0 utilizes the advanced technologies for the 
predictive analytics and provides decisions based on feasibility. 
Maintenance 4.0 is mainly applicable for the industry 4.0 with 
emphasis on the prospects of maintenance that involves data 
collection, analysis, visualization and decision making for 
assets. 

 
Fig.3. A generic maintenance information  process 

III. CHALLENGES WITHIN STRATEGIC ASSET MANAGEMENT 
In this section main challenges within strategic asset 

management, extracted from current research in asset 
management and related areas, are presented. Managerial 
challenges cover questions related to the management of assets 
- how to obtain business value, the nature and purpose of the 
organization, and the needs and expectations of the 
organization and its stakeholders. Technical challenges are 
related to the physical assets as well as the information 
systems. Finally, the methodological challenges refer to the 
data processing and analysis methods required for reaching 
optimal decision making within asset management. The 
challenges are all aligned with the asset management system as 
described in Figure 3. 

A. Managerial challenges 
[29] identify several challenges within offshore asset 

management spanning from human resource related issues to 
knowledge management and economic challenges in addition 
to the context specific issues that lies within offshore industry. 
A main operational challenge is the focus on CAPEX (capital 
expenditures) in the procurement, often leading to higher 
OPEX (operational expenditures) and thus higher lifecycle 
costs. The provision of skilled personnel is another challenge. 
There exists a need for continuous training and personnel 
development as well as effective management of knowledge. 
The main conclusion was that these challenges interact in the 
socio-technological environment, and that the challenges thus 
should be addressed in in a holistic way rather than finding 
solutions for each challenge. Possessing relevant knowledge 
not only about the equipment, but also regarding information 
technology (IT), is important for successful application of IT-
support. [30] for instance found that benefits of IT investments 
in asset management correlates with the organizational level of 

 

T

P

Machine 2
Software as a service, 

Infrastructure as a service

Supplier 1 Supplier 2

User 1

User 2

User 3

User 4

Expert

Knowledge sharing 
and decision making

 
T

P

Machine 1

 P

Machine 3

Internet

User

0

1

2

3

4

5

6

0 0,5 1 1,5 2 2,5 3

0

2

4

6

8

10

Visualisation



 

ISBN 978-91-7583-841-0   99 

knowledge; the higher the level of knowledge the higher the 
benefits. [31] also points out the IT maturity level as a 
challenge. [32] highlight the challenges that stems from 
conflicting interests in the organization and propose a 
holistic asset management framework connecting decision 
making and control on all managerial levels through the use of 
performance measures. Conflicting objectives is approached by 
[33] as well. The authors suggest a multi criteria decision 
making framework for finding an optimum trade-off for 
reaching sustainable asset management. A holistic lifecycle 
approach for offshore wind turbine management is also 
suggested by [34]. The authors point out that the operations 
and maintenance aspects must be considered in the design 
and that several key stakeholders are missing the design 
process. This impacts the cost-effectiveness of the 
maintenance. 

B. Technological challenges 
The technology heterogeneity of the physical asset 

management systems is a huge challenge. There are problems 
in integrating the various information systems islands for 
supporting the whole lifecycle management as well as handling 
the diversity of physical assets, such as in the application area 
of urban flood control [15], highway asset management [35]  or 
electric power grids [36]. This induces mistakes and leads to 
inefficient asset management, and the sharing of assets 
becomes difficult resulting in increased utility rate [15]. [35] 
developed an ontology based solution that interconnects 
heterogeneous life cycle data to support decision making. The 
technology heterogeneity also leads to data security and data 
integrity issues [16]. [23] studied configuration management 
in large projects and found several challenges related to asset 
management. One is the long lifecycles of systems, which adds 
on to the data integrity problems; asset information is stored in 
heterogeneous IT systems, using different types of media and 
structures. There are also problems with handling different 
versions of equipment, and to fit in new or configured 
equipment into the existing systems. The lack of real-time 
data is a great challenge in many industries, for instance in 
logistics services, where tracing and tracking of the physical 
assets is important for effective planning [13]. Challenges in 
data management for offshore wind turbine management cover 
both data retrieval and data analysis, and the availability of 
real-time data [34]. The lack of efficient IT support affects 
the planning and optimization of maintenance.  

C. Methodological challenges 
The efficient asset management requires a life cycle and 

systems perspective on assets [4], which should be reflected in 
the methods used for data retrieval and analysis. It is well 
known that the adoption of condition-based maintenance and 
prognostic methods is a challenge for the industry. [37] found 
that especially the selection of parameters and analysis 
methods are not well motivated. This leads to long and costly 
implementation processes as the companies use a trial and error 
approach. In addition, the quality level of the analyses is not 
sufficient to improve the maintenance decisions. Thus, the 
technical features of the predictive systems are not well aligned 
with maintenance business impact. 

IV. IMPACT OF MAINTENANCE 4.0 AND BIG DATA 
ANALYTICS WITHIN STRATEGIC ASSET MANAGEMENT 

A. Managerial impact 
The CAPEX-focused procurement strategy often applied 

for both simpler and more complex assets might result in 
ineffective investment decisions as the main part of the asset 
total costs is derived from the operational phase [38]. Big data 
creates new opportunities to combine different types of data 
and analyses asset performance and conditions both on 
aggregate and individual level [19]. This leads to better 
understanding of the asset operational phase and better 
documentation of the individual asset behavior, which is an 
important input for creating more accurate LCC models [38]. 
Moreover, operations and maintenance aspects must be 
considered in the design phase, which require efficient 
feedback mechanisms from the operational phase to the design 
or redesign phase.  IoT and AaaS systems secure information 
requirements throughout the life cycle and provide feedback 
mechanisms from operation to design/redesign. [35] propose an 
ontology based exchange mechanism for this purpose, which 
eliminates the costly and time consuming paper based 
equivalent while enabling the collaboration between multiple 
partners involved in infrastructure projects. 

Conflicting interests in the organization is not only 
affecting the operational efficiency, but could have impact on 
the strategic level in form of organizational cost 
ineffectiveness, or on the societal level inducing safety and 
environmental hazards, see for instance [32] and [39]. [39] 
propose applying an ecosystem for the Swedish railway 
industry in order to understand organizational and inter-
organizational issues. According to [40], a business ecosystem 
could be seen as an economic community, consisting of 
interacting organizations and individuals that create value for 
the customers. The effectiveness is thus not defined at the 
organizational level, but at the ecosystem level, which also is 
reflected in the business objectives. [14] connects IoT with the 
business ecosystem concept, and view IoT as a means to 
organize the ecosystem. IoT could thus provide an ecosystem 
perspective where goals are connected to the value creation 
rather than to individual departments or individual partners.  

Provision of skilled personnel is a huge challenge, 
especially in remote or harsh production environments. Smart 
equipment require less personnel for the operation and 
maintenance, as regular monitoring and control activities are 
made completely automatic, but also parts of the preventive 
maintenance actions such as lubrication. While the production 
will require less operators and technicians, the smart 
production will depend on workers with specialized 
competences such as analytical skills and management 
competences, and that interacts virtually with the physical 
assets. CPS and virtualization techniques are for instance 
combined in [12] for allowing the user to view and access 
maintenance data remotely through the internet and interact 
with the machine. Making the correct decision in the right time 
will increasingly become a key competence, not only on 
strategic level, but also on the operational. Consequently, the 
real-time and advanced analytics tools and visualization of big 
data will become increasingly important. 
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The level of information technology competence is directly 
correlated with the level of benefit an organization can reach 
with IT. Traditional IT strategies rely on in-house competence 
of the IT organization, often in form of centralized IT 
governance. [41] found the decentralized governance strategy 
more common in the area of maintenance management. A 
decentralized strategy increases the chances that the IT support 
is aligned with the objectives of the organization, but require IT 
competence within the maintenance organization, which often 
is lacking. Cloud computing and software as a service in 
general, and the concept of assets as a service in particular, 
reduces the need for an internal IT organization and specialized 
IT knowledge within the maintenance organization. Using third 
party agreements and cloud services could potentially lead to 
reduction of overall IT costs and better adaptation of IT 
solutions to the needs of the maintenance organization [31]. A 
prerequisite is that suitable SaaS solutions are available on the 
market. 

B. Impact on technology 
Cloud computing is seen as a solution to the information 

technology heterogeneity by several authors [15, 18, 35]. 
Cloud computing require less integration efforts between 
separate systems while enabling current systems to be 
connected. The variety of cloud services, from SaaS to IaaS, 
give opportunities to find the solution that best supports the 
strategic asset management objectives as well as the current 
technology configuration. [25] suggest a visualization approach 
for overcoming problems with heterogeneous and large amount 
of data. By visualizing how building assets degrade over time 
just-in-time maintenance scheduling can be achieved.  

A major challenge is the lack of real-time data. Smart cloud 
based technologies in form of Radio-frequency identification 
(RFID) and Wireless Sensor Networks (WSN) is a way to 
overcome problems with real-time data collection of 
heterogeneous data [15]. [15] propose a cloud based platform 
for asset management, consisting of four layers. Smart assets, 
i.e. assets that communicate through IoT, are connected 
through a gateway layer while an agent wraps and represents 
the smart assets into a unified asset model.  

Big data and cloud computing will not solve the security 
and integrity problems which stems from the use of network 
technologies, but maintenance 4.0 will at least force the 
stakeholders to pay attention to the issues and work towards a 
common solution. Applying a common ontology can assist in 
the integration and definition of relevant data sets from 
heterogeneous data sources [35]. Using a skilled third party as 
information provider can decrease security issues [42]. The 
information provider is expert in the information technology 
area and has appropriate resources for the secure and efficient 
management of information.  

C. Methodological impact 
Several authors propose IoT and big data solutions for 

ensuring life cycle approaches and systems perspectives on 
assets; se for instance [13, 15, 35]. The new technologies 
provide opportunities to create integrated and seamless data 
flows between physical assets as well as different stakeholders. 
The use of ontologies [35] and standards [16] secure a common 

understanding and interpretation of relevant data, making the 
selection of parameters easier. Moreover, the merging of asset 
data with other corporate data sets is supported with network 
architectures such as CPS and IoT [23]. Big data analytics 
somewhat changes the way decision making is made: instead 
of selecting appropriate methods for the analysis of data, BD 
analytics swifts through the available data and finds new 
patterns and correlations. This enables the decision making 
based not only on common understanding of the assets, but 
also on yet unrevealed correlations between different 
parameters. [37] found the selection of parameters as well as 
analysis methods for prognostics maintenance being poorly 
motivated, which in turn could affect the quality of the 
analyses. [43] propose an integrated approach that combines 
model driven and data driven diagnostics and prognostics 
techniques for complex CPS. CPS that automatically monitors 
and predicts their degradation, such as in [44], reduces the need 
for selecting parameters and analysis methods, as the 
equipment already has prognostic capabilities embedded into 
the physical entity. 

V. MAINTENANCE ANALYTICS 
The concept for Maintenance Analytics (MA) focuses in the 

new knowledge discovery in maintenance. MA addresses the 
process of discovery, understanding, and communication of 
maintenance data from four time-related perspectives. These 
time related perspective match with the determination of the 
past, present and future state of an asset summarised by [45] in 
four questions, as it can be seen in Figure 4 below. What 
happened, why it happened, what will happen and how can we 
make it happen are the issues involving the determination of 
the state of an asset.  
 

A. From descriptive to prescriptive analytics 
 

The questions are ordered by the value of the information 
given by each of them, in such a way that the former has the 
less value and the latter the higher value. Nevertheless, 
obtaining this valuable information requires more and more 
resources as the difficulty to achieve the goals proposed by the 
questions is higher. The last question will be in the spotlight in 
the coming future in order to decide how to take advantage of 
a future opportunity or mitigate a future risk, getting 
information about the implications of each decision option. 
The selection of the best option, based on some given 
parameters, will provide a meaningful tool for improving 
maintenance planning and production scheduling. 
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Fig.4. The way to prescriptive analysis [45] 

• Maintenance Descriptive Analytics (monitoring) 
focuses to discover and describe what happened in 
the past; and why something happened; in this phase 
access to data related to system operation, system 
condition, and expected condition is highly 
important. Another important aspect in order to 
understand the relationship of events and states 
during the descriptive analytics is time and time 
frame associated with each specific log.  

• Maintenance Diagnostic Analytics:  It explains the 
possible reasons for faults or failures, i.e. why and 
where questions, since diagnosis is defined by 
EN13306 as the fault detection, identification and 
localization. 

• Maintenance Predictive Analytics focuses to estimate 
what will happen in the future; The Maintenance 
Predictive Analytics phase of MA aims to answer 
“What will happen in the future?” but also why will it 
happen?  In this phase the outcome from 
‘Maintenance Descriptive Analytics’ is used. 
Additionally, in this phase, availability of reliability 
data and maintainability data is necessary beside the 
data used in descriptive phase. In addition, in order to 
predict upcoming failure and fault there is a need to 
provide business data such as planned operation and 
planned maintenance to this phase.  

• Maintenance Prescriptive analytics which addresses 
what need to be done next. The Maintenance 
Prescriptive Analytics phase of MA aims to answer 
“What needs to be done?”.  When dealing with 
Maintenance Analytics (MA) provision of 
appropriate information logistics is essential. The 
main aim of information logistics is to provide just-
in-time information to targeted users and 
optimization of the information supply process, i.e. 
making the right information available at the right 
time and at the right point of location [46, 47]. 
Solutions for in-formation logistics need to deal with: 
I) time management, which addresses ‘when to 
deliver’; II) content management, which refers to 

‘what to deliver’; III) communication management, 
which refers to ‘how to deliver’; IV) con-text 
management, which addresses ‘where and why to 
deliver’[46, 47]. 

B. The need for prescriptive analytics in maintenance: a 
case study 

There are four stages of analytics that vary depending on 
difficulty, value and trends of technology. The descriptive 
analytics (hindsight) provides what has happened based on 
measuring asset that was reflected after failure. Diagnostic 
analytics can provide the reason behind the root cause of 
failure. Predictive analytics (insight) in the present provides 
can predict the future behavior by analyzing remaining useful 
life. The prescriptive analytics (foresight) can assess the 
recommendations provided by the predictive analytics and 
recommend measures for corrective or preventive 
maintenance actions. This has the capability to design the 
operation and maintenance according to our requirements that 
adapts continually without excessive user intervention thus 
acts as a backend for industry 4.0 systems. Next figures show 
the natural deterioration and restoring process of an asset with 
the corresponding thresholds. Looking upon all mentioned 
before, the figure 5 summarizes the three potential scenarios: 

 

 
Fig.5. Maintenance scenarios 

On the one hand there is the health of the component, 
which will be represented by a traffic light. Each of these 
states is related to a different scenario in terms of 
maintenance. It must be remarked that the diagnosis phase i.e. 
the answer to “what is happening” may be able to distinguish 
between three different states of health, limited by two 
thresholds: maintenance threshold and service threshold 
(depicted in figure 5). The first in understood as a warning 
limit when maintenance personnel must start considering to 
deploy a maintenance action. The last is formally equivalent to 
RUL, when the component and consequently the machine get 
a failure and the service is interrupted. 
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In the first scenario, when neither the maintenance 
threshold nor the service threshold has been crossed, two 
figures may be relevant for operators and maintainers (see 
figure 6): 

• Remaining time to get the maintenance threshold. 

• Remaining time to get the service threshold.  

In this first phase of the life span, the system does not 
suggest to perform any maintenance action, since the 
component is considered in an early safety stage and the RUL 
estimation dictates that the risk of failure is still far. 

 

 
Fig.6. Good Health Scenario   

Once the maintenance threshold has been crossed, the 
component gets into a risky stage where a maintenance action 
should be performed in a near future, in order to avoid a 
failure. In this case, the RUL estimation to get the service 
threshold should be presented to the end user as a result; it 
means that this would be the time to failure if the maintenance 
personnel do not perform any maintenance action (“do 
nothing” option) but the end user may also be interested in the 
consequences of taking one or another maintenance action 
(preventive or corrective). It is in this point where the RUL 
restoration parameter must be considered to decide which 
health state would have the component after a maintenance 
action. 

The challenge is to know the real condition of the asset, 
i.e. the RUL consumed in each threshold and therefore to 
know if the RUL restoration of each maintenance action is a 
fact and the maintenance threshold has been crossed back 
restoring the asset to the healthy condition. If so, the 
component will get a good health condition; if not, it may 
remain in the risky situation. This mentioned situation may 
happen when performing a preventive maintenance action; 
while applying corrective maintenance in such situation it is 
considered that a recovery up to the good health condition is 
feasible. The reason is that after a corrective maintenance 
action the improvement is high enough to cross back the 

maintenance threshold but no the PM action. This is illustrated 
in figure 7. 

 
Fig.7. Risky Health Scenario 

Finally, the last scenario to be covered is the one where the 
component reaches the service threshold. After this point, the 
only solution to recover the component´s health is to perform 
a corrective action (many times reactive). As it happened in 
the previous scenario, the recovery situation would get the 
good or risky condition depending on the threshold values (see 
figure 8). 

 
Fig.8. Faulty Health Scenario 

However prediction of RUL is no longer the information 
requested by the user in a predictive analytics approach since 
this information even valuable may be considered incomplete 
for the decision makers. In the RUL visualization of figure 
below two different aspects of the prognosis techniques are 
shown. Since prognostics deals with predicting the future 
behavior of engineering systems, there are several sources of 
uncertainty which influence such future prediction, and 
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therefore, it is rarely feasible to obtain an estimate of the RUL 
with complete precision. 

 
Fig.9. Degradation over time 

 
In fact, it is not even meaningful to make such predictions 

without computing the uncertainty associated with RUL. In 
the case of prescriptive analytics the uncertainty can be 
meaningful for the user since one of the uncertainty sources 
comes from the lack of knowledge in the operation of the 
machine. Indeed, the most intuitive way to show a 
component´s degradation is drawing the evolution over time 
of some performance/health index. In the figure 9, the 
threshold that indicates the beginning of the faulty region is 
the blue horizontal line, and this will determine the RUL of 
the component. The evolution of the real data points over time 
is depicted with black stars. It can be observed that red lines as 
uncertainty measures regarding the operation of the machine 
provide different RUL associated with operations hard and 
soft against the medium or normal operation mode considered 
in the RUL estimation. 

This estimation provides to operators and maintainers the 
information to schedule maintenance actions but not only that. 
Since, the different operational profile provide different RUL 
estimates then operators and maintainers have the opportunity 
to decide different operational sequences in order to open up 
maintenance windows whenever convenient for the business. 
These alternatives far away from static RUL predictions are 
the prescriptive analytics requested by O&M departments and 
asset managers in industry 4.0. 

VI. CONCLUSIONS 
This paper has described the impact of Maintenance 4.0 and 

big data analytics in the area of strategic asset management. It 
is evident that the new technologies will have a great positive 
impact for the effective management of assets. The gains are 
seen in all levels, from defining organizational objectives and 
connecting them to asset management objectives, to the 
creation of efficient plans and for performance evaluation and 
improvements. Thus, the whole asset management system 
could be supported by IoT and big data analytics. According to 
[23] big data challenges the existing approaches for asset 
integrity management and forces new ways of thinking.  

The new technology paradigm brings many opportunities 
but also new challenges. One major challenge is providing data 
security and integrity in the connected and collaborating 
networks. Data needs to be secured throughout its life cycle, 
throughout the asset life cycle and throughout the full 
ecosystem. [16] for instance highlight that data encryption 
cannot be smoothly enabled in the cloud for the full exchange 
flow, and [13] discuss the problems related to data integrity in 
IoT in connection with tracking of assets using RFID tags. A 
problem with big data sets is the choice of appropriate analysis 
methods. The knowledge discovery process has to be supported 
by standardized methodologies, an area within big data 
analytics still in need of much research. Another challenge is 
the development of appropriate software for enabling the 
effective utilization of cloud computing and big data, such as 
commercially available AaaS. Finally, a more subtle yet highly 
important challenge is the change of mindset that is required 
with respect to strategic asset management and the new 
technology paradigm; companies and organizations have to 
understand the business impact that lies within Maintenance 
4.0 both with respect to increased internal effectiveness, but 
also in form of new business opportunities. The latter changes 
focus from the traditional business models providing products 
to creating value for the customer in form of Service 
Management 4.0 [3]. 

In this regard, the directions identified along the paper of 
the further research to be performed can be summarized as 
follows: 

• Real time KD algorithms from heterogeneous asset 
data sources that will cope with privacy preserved 
processing, feature and instance selection, 
discretization, data compression, ensemble classifiers 
and regression models, and spatial and temporal 
alignment of data. 

• Scalable data structures based on cross-domain data 
sources acquisition by means of a virtualization layer 
between data acquisition process and data analytics. 
This should also include new solutions that combine 
new databases capabilities to integrate heterogeneous 
data sources on high-performance accessing systems 
based on Clouds. 

• Enabling Big Data Communications by means of 
open interface gateways with monitoring systems 
providing timestamp and position synchronization, 
heterogeneous communication support, including 
mobility and aggregation, and priority protocols for 
real time transmission of information. 
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Abstract 

Computerised maintenance management systems (CMMS) 
are software packages; their data include information on an 
organisation’s maintenance, operations and costs. MAXIMO is 
recognised as a leading CMMS for asset management. It helps to 
manage maintenance data, improving data quality, making 
maintenance more efficient, and supporting decision making. 
However, MAXIMO systems have problems of data quality, with 
a resulting impact on efficiency and the validity of decisions 
based on those data. This paper investigates the quality of 
maintenance data in MAXIMO using the Swedish Transport 
Agency (Trafikverket) as a case study. It discusses the results 
before and after data cleaning to show the impact of data quality 
problems on data analysis. 

Keywords: Asset management, CMMS, Data quality, 
Maintenance, Performance measurement.. 

I. INTRODUCTION 
Maintenance is a combination of all technical, 

administrative and managerial actions during the life cycle of 
an item intended to retain it in, or restore it to, a state in which 
it can perform the required function [1]. Types of maintenance 
include preventive maintenance, predetermined maintenance, 
condition based maintenance, predictive maintenance, 
corrective maintenance, remote maintenance, and on-line 
maintenance [1]. 

Maintenance processes are supported by heterogeneous 
resources, such as documentation, personnel, support 
equipment, materials, spare parts, facilities, information and 
information systems [2]. The provision of the right information 
to the right user with the right quality and at the right time is 
essential [3]. While the provision of just-in-time information to 
the right user is essential to maintenance, we propose adding 
the need for correct information, i.e. information based upon 
high quality data, at the correct time. A generic maintenance 
process consists of phases for management, support planning, 
preparation, execution, assessment and improvement, as shown 
in Figure 1 [4]. This concept is evolving, however, as emerging 
applications of Information and Communication Technology 
(ICT) allow companies to shift their manufacturing operations 
from a traditional factory integration philosophy to an e-factory 
and e-supply chain philosophy [5]. eMaintenance refers to the 
use of ICT solutions in the maintenance area [6]. 

 
Fig.1. Phases of an overall maintenance process [4]. 

Performance measurement is the process of collecting, 
analysing and reporting information on the performance of an 
individual, group, organisation, system or component. It can 
involve studying processes within organisations or studying 
engineering parameters to see whether outputs are in line with 
what was intended or what should have been achieved. 
Effective performance measurement is key in ensuring that an 
organisation’s strategy is implemented. Generally speaking, 
performance measurement monitors an organisation’s 
effectiveness in fulfilling its predetermined goals or 
stakeholder requirements. For example, a company must 
perform well in terms of cost, quality, flexibility, and value. A 
performance measurement system that enables a company to 
see if it is meeting these demands is essential. It ensures better 
informed and more effective decision making at both strategic 
and operational levels [7, 8]. 

II. MAXIMO CMMS 
The use of computers in maintenance can provide ready 

access to precise data and the ability to quickly search and find 
detailed, relevant information with ease. Such systems manage 
a broad range of summarised information with better quality 
than a manual system could ever provide. Computers have 
been used to assist the maintenance management process since 
the early 1970s; by the mid-1980s, a substantial number of 
maintenance organisations were using software developed for 
large mainframe computer systems. The software was normally 
designed around a central computerised database containing 
maintenance and repair information, and the information was 
manipulated to produce work schedules and job orders. In 
addition, work-in-progress could be monitored and statistical 
management information produced [9]. 

A CMMS is much more advanced. It is computer software 
that helps maintenance teams keep a record of all assets for 
which they are responsible, schedule and track maintenance 
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tasks, and retain a historical record of work performed. 
Therefore, it is a useful tool to help maintenance workers 
handle their jobs more efficiently. Other tasks can be managed 
by using CMMS, for example, finding where a spare part is 
located in the factory or calculating the cost of maintenance for 
a certain machine part. Users of the system can even go back 
and see what date a certain part was replaced or repaired and 
who was responsible for the job; see Figure 2. The result is 
better maintenance control. Today, CMMS is widely used by 
companies with high maintenance standards. There are various 
software applications on the market now, but, in general, the 
CMMS software can handle these different services [10]. 

Fig. 2.  Basic functions of CMMS. 

The efficient use of CMMS in an organisation’s 
maintenance activities helps ensure high quality operational 
and maintenance data. CMMS provides the following benefits: 

• Better system performance: CMMS helps to 
schedule preventive maintenance which, in turn, helps 
to reduce system failures. 
 

• Better work management:  CMMS shows if 
technicians do their work on time and gives alerts 
when a task is complete. 
 

• Better work distribution: CMMS provides better 
scheduling of work so maintenance teams are not idle 
or working overtime, and work can be distributed 
evenly. 
 

• Better data collection: CMMS helps technicians 
record problems and solutions. 
 

• Spare parts and stock management: CMMS’s 
inventory planning features give users the time to shop 
around, instead of having to buy something in a hurry. 

 
• Certification and analysis: CMMS’s full record of 

assets and performance helps managers analyse and 
plan maintenance. 
 

IBM MAXIMO asset management is an integrated 
productivity tool and database that can manage all asset types 
in a single software platform across multiple industry sectors. 
Built on a Service-Oriented Architecture (SOA), MAXIMO 
supplies a comprehensive view of all asset types, their 
condition, location, and the work processes required, thereby 
optimising an organisation’s planning, control, auditing, and 
compliance capability. 

By using the MAXIMO asset management user interface, 
an organisation can establish key performance indicators 
(KPIs) to monitor asset conditions and trigger automated 
actions based on changes in those conditions. The software can 
create, assign, monitor, notify, and report on key process 
components, such as work orders, service desk tickets, and 
purchase orders, including status, from start to finish. It short, it 
provides insights into an enterprise’s assets, their condition, 
and any related work processes, thus allowing better planning 
and control. 

MAXIMO contains six modules: Asset Management, Work 
Management, Service Management, Contract Management, 
Materials Management, and Procurement Management. The 
modules reflect major tasks required by companies. The 
program is intended for use by large companies who rely on 
computerised tasks; see Figure 3. 

Fig. 3.  Main modules of MAXIMO. 

III. DATA QUALITY 
Data quality (DQ) can be defined as data fit for use by data 

consumers [11]. Common thinking about DQ has focused on 
attributes like accuracy, precision, and timeliness. Levitin 
(1998) [12] suggested two important ways to ensure DQ:  1) 
data models must be clearly defined; 2) data values must be 
accurate. In CMMS, three important groups may affect DQ: 
data producers, data custodians, and data consumers. Data 
producers are people or systems generating data. Data 
custodians provide and manage computing resources for 
storing and processing data. Finally, data consumers are people 
or systems using data. The latter are critical in defining data 
quality [13]. 
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High quality information is dependent on the quality of the 
raw data and the way they are processed. Data processing has 
shifted from providing operations support to becoming a major 
aspect of operations, making the need for quality management 
of data more urgent [14]. 

Poor quality data results in customer dissatisfaction, lost 
revenue, and higher costs associated with the additional time 
required to reconcile data. This can lead to a decline in the 
system’s credibility and increase the risk of noncompliance 
with regulations. It also increases consumer costs; increases 
taxes, decreases shareholder value, and can cause mission 
failure [15]. The following all affect data quality [16]:  

1. With stand-alone IT systems, not all departments in 
an organisation are connected to the system. 

2. Multiple sources of the same information can 
produce different values. 

3. When information is produced using subjective 
judgment, this can lead to bias.  

4. Systematic errors in information production lead to 
lost information.  

5. Large volumes of stored information make it difficult 
to access information in a reasonable period of time.  

6. Manual input and transfer of data could lead to 
missing or erroneous data. 

7. Distributed heterogeneous systems lead to 
inconsistent definitions, formats and values. 

8. Nonnumeric information is difficult to index. 

9. System usability may cause difficulty when users are 
searching for relevant information. 

10. Automated content analysis across information 
collections is not yet available. 

11. Easy access to information may conflict with 
requirements for security, privacy and confidentiality. 

12. Lack of sufficient computing resources limits access. 

13. Problems with metadata may appear (the description 
of data, developed and added to the system database 
during the implementation phase of the information 
system). 

In general, information sources can be subjective or 
objective. Subjective sources include human observers, 
experts, and decision makers. Information from such sources is 
normally subjective, including beliefs, hypotheses, and 
opinions. The quality of these data differs from one person to 
another. 

The quality of objective information sources, such as 
sensors, models, and automated processes, is free of the biases 
inherent to human judgment but is dependent on how well the 
sensors are calibrated and how adequate the models are [17]. 
About 80% of the identified maintenance data quality problems 
are related to subjective sources [18]. 

IV. PERFORMANCE EVALUATION 
The evaluation of performance involves, first, the 

development of measurable indicators that can be 
systematically tracked to assess progress made in achieving 
predetermined goals and, second, the use of these indicators to 
assess progress in achieving these goals. 

Statistical modelling is used to determine the results of 
performance evaluation. The full scope of the performance of 
an organisation can never be obtained, however, as some 
parameters cannot be measured directly but must be estimated 
via indirect observation. In addition, a complete set of records 
never delivers an assessment without the compression of all 
figures into certain key figures [19]. 

In the cycle of never-ending improvement, performance 
measurement plays an important role in:  

• Identifying and tracking progress against 
organisational goals,  

• Identifying opportunities for improvement,  
• Comparing performance against both internal and 

external standards. 
Reviewing the performance of an organisation is an important 
step in formulating the direction of strategic activities as part 
of the Plan –Do – Check – Act cycle to ensure quality and 
productivity improvement. The main reasons for performance 
evaluation are [19]:  

• To ensure customer requirements have been met,  
• To be able to set sensible objectives and comply with 

them, 
• To provide standards to establish comparisons,  
• To provide visibility and a “scoreboard” for people to 

monitor their own performance level, 
• To highlight quality problems and determine areas 

for priority attention,  
• To provide the feedback required to drive 

improvement efforts. 

V. CASE STUDY 
Data comprise the only resource of a CMMS, but those data 

are collected from different sources. If they are incorrect, 
incomplete, or inaccurate, the decisions based on them will be 
similarly incorrect. MAXIMO includes basic modules to 
identify and codify assets, work orders, preventive 
maintenance, and the activities of equipment purchasing 
managers and warehouse management, as well as tools for 
analysing information. These basic modules can provide the 
foundation for an effective system of maintenance 
management. 

VI. DATA COLLECTION 
The data used in this study were collected over 10 years 

from April 2005 to December 2015 in MAXIMO CMMS. The 
cost data contain corrective maintenance costs, preventive 
maintenance costs, and repair time. The corrective and 
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Work order Work order description Actual start Actual finish Problem code Description Cause code Description Action code Description         
1008456 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1022565 NULL 2008-10-02 NULL NULL NULL NULL NULL NULL NULL
1258661 NULL 2009-01-26 NULL NULL NULL NULL NULL NULL NULL
1258667 NULL 2009-01-26 NULL NULL NULL NULL NULL NULL NULL
1315097 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1342038 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1342039 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1342515 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1359728 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1359733 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1359734 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1368498 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1372419 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1372421 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1377344 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1378364 NULL NULL NULL EFH-P06 Smutsigt NULL NULL NULL NULL
1381265 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1381275 NULL NULL NULL EFH-P04 Dålig bildkvalite NULL NULL NULL NULL
1388075 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1389886 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1389887 NULL 2009-04-27 NULL NULL NULL NULL NULL NULL NULL
1389889 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1390227 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1412876 NULL 2009-05-29 NULL NULL NULL NULL NULL NULL NULL
1666121 NULL NULL NULL NULL NULL NULL NULL NULL NULL
1671084 NULL NULL NULL NULL NULL NULL NULL NULL NULL

Location/Componentcode Component description Work order Work order description Reported date Actual start Actual finish Worktype Problem code         
AB+25131=841BV001 Tpl Åbyvägen 1R 556005 NULL 2005-06-09 2005-06-09 2005-06-09 AU NULL
AB+25131=841BV001 Tpl Åbyvägen 1R 556006 NULL 2005-06-09 2005-06-09 2005-06-09 AU NULL

          No of Hours worked Labor cost Material cost Tool cost
0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00

 0 0.00 0.00 0.00
 0 0.00 0.00 0.00
 0 0.00 0.00 0.00
 0 0.00 0.00 0.00

0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00

 0 0.00 0.00 0.00
 0 0.00 0.00 0.00
 0 0.00 0.00 0.00

0 0.00 0.00 0.00
0 0.00 0.00 0.00

 0 0.00 0.00 0.00
 0 0.00 0.00 0.00

0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00
0 0.00 0.00 0.00

preventive maintenance costs include spare parts and labour 
(repair person) costs. The data were collected from the Swedish 
Transport Agency (Trafikverket) and imported from MAXIMO 
into Excel. The data of interest in the case study describe the 
maintenance of road monitoring cameras used in one of 
Stockholm’s road tunnels. They include starting and ending 
dates and times, maintenance and replacement costs, and other 
descriptive information. Data analysis revealed the problems 
described in the following sections. 

VII. MAINTENANCE DATA QUALITY PROBLEMS 
High quality information is dependent on the quality of the 

raw data and the way they are processed. Data processing has 
shifted from providing operations support to becoming a major 
aspect of operations, making the need for quality management 
of data more urgent. Poor quality data result in customer 
dissatisfaction, lost revenue and higher costs associated with 
the additional time required to reconcile data. This can lead to a 
decline in the system’s credibility and increase the risk of 
noncompliance with regulations. It also increases consumer 
costs; increases taxes, decreases shareholder value, and can 
cause mission failure. 

A. Incomplete Data 
The data collected from MAXIMO have many problems, 

most of which are traceable to the manual input of data. The 
biggest issue in data quality is incomplete data. Scores of fields 
contain (null) values representing data neglected or forgotten 
by users. Table I below shows a sample of the incomplete data. 

TABLE I. INCOMPLETE DATA 

 

B. Redundant Data 
Redundancy is another issue of MAXIMO data. Many 

columns are redundant and identified only by the work order 
number. This could result from bad communication or poor 
collaboration between users; either the same work order is 
entered by several different users and/or there are multiple 
sources of the same information. Table II shows an example of 
redundancy.  

TABLE II. REDUNDANT DATA 

 

 

C. Inaccurate Data 
Accuracy is one of the most important attributes of good 

quality data, but MAXIMO contains a large number of 
inaccurate data; thousands of fields have a value of (zero) but 
this is clearly wrong. An example is shown in Table III.  

TABLE III. INACCURATE DATA 

 

 

Work order Work order description Actual start Actual finish            
1008456 NULL NULL NULL
1022565 NULL 2008-10-02 NULL
1258661 NULL 2009-01-26 NULL
1258667 NULL 2009-01-26 NULL
1315097 NULL NULL NULL  
1342038 NULL NULL NULL  
1342039 NULL NULL NULL  
1342515 NULL NULL NULL  
1359728 NULL NULL NULL
1359733 NULL NULL NULL
1359734 NULL NULL NULL
1368498 NULL NULL NULL  
1372419 NULL NULL NULL  
1372421 NULL NULL NULL  
1377344 NULL NULL NULL
1378364 NULL NULL NULL
1381265 NULL NULL NULL  
1381275 NULL NULL NULL  
1388075 NULL NULL NULL
1389886 NULL NULL NULL
1389887 NULL 2009-04-27 NULL
1389889 NULL NULL NULL
1390227 NULL NULL NULL
1412876 NULL 2009-05-29 NULL
1666121 NULL NULL NULL
1671084 NULL NULL NULL
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VIII. RESULTS 
The analysis of the case study data indicates DQ problems 

have a direct impact on the information generated from those 
data, for example, when using the data for life cycle cost 
analysis to estimate the optimal replacement time of an asset or 
equipment or to manage maintenance work orders. Redundant, 
incomplete and inaccurate data have a direct effect on 
maintenance decisions, often leading to wrong or delayed 
decisions. Ultimately, the dirty data have an adverse effect on 
costs – something of concern to any organisation. 

IX. IMPACTS ON MAINTENANCE DECISION 
The data collected from MAXIMO for the cameras used in 

Stockholm’s road tunnels are often dirty and have numerous 
problems. These problems have a direct impact on the cost 
analyses generated from the data. Figure 4 below shows the 
number of cameras before and after data cleaning. 

 

Fig. 4.  Number of cameras. 

The number of failures is also affected by data quality 
issues. Figure 5 shows the number is reduced after data are 
cleaned. 

 

Fig. 5.  Number of failures. 

Figure 6-A shows the number of failures and number of 
cameras for each type of camera before data cleaning. Figure 6-
B shows the number of failures and number of cameras for 
each type of camera after data cleaning. The numbers are 
clearly affected; this will have a negative impact on the life 
cycle cost estimation and the estimation of maintenance costs. 

Figures 7-A shows the mean number of failures for each 
type of camera before data cleaning, and Figure 7-B shows the 
mean number of failures for each type of camera after data 
cleaning. Data quality problems obviously have an impact. 

 
Fig. 6-A.  Number of failures and number of cameras for each type of 

camera before data cleaning. 

Fig. 6-B.  Number of failures and number of cameras for each type of 
camera after data cleaning. 

Fig. 7-A.  Mean number of failures for each type of camera before data 
cleaning. 

 

Fig. 7-B.  Mean number of failures for each type of camera after data 
cleaning. 
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X. DISCUSSION AND CONCLUSIONS 
As the results show, data quality problems have a direct 

impact on the information generated from those data, with dirty 
data generating faulty information. Any maintenance 
management activities based on MAXIMO data will be 
affected by their quality. This will obviously affect decision 
making; for example, life cycle cost analysis based on dirty 
data will not be accurate. 

The main reason for problems is the manual input of 
MAXIMO data and/or multiple sources of the same 
information. Manual input is always subjective. Missing, 
redundant or inaccurate data are generated from human errors. 
Therefore, MAXIMO data collection needs to be automated; 
this is possible, given the revolution in ICT, including cloud 
computing and internet of things (IoT). The use of ICT tools 
will ensure the collection of high quality data, improve 
maintenance efficiency and enhance decision making. 

Information is often considered an item, with data seen as 
its raw material. Since the nature of the item is directly related 
to the nature of its raw materials, organisations must put 
resources into improving their data if they want to improve 
their information. Even if they begin by constrained data 
profiling and information purifying exercises, they can quickly 
develop a powerful information quality assurance program. 
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Abstract—The maintenance planning corresponds to an 
approach that seeks to maximize the availability of 
equipment and, consequently, increase the levels of 
competitiveness of companies by increasing production 
times. 
This paper presents a maintenance planning based on 
operating variables (number of hours worked, duty cycles, 
number of revolutions) to maximizing the availability of 
operation of electrical motors. 
The reading of the operating variables and its sampling is 
done based on predetermined sampling cycles and 
subsequently is made the data analysis through time series 
algorithms aiming to launch work orders before reaching 
the variables limit values. 
This approach is supported by tools and technologies such 
as logical applications that enable a graphical user 
interface for access to relevant information about their 
Physical Asset HMI (Human Machine Interface), including 
the control and supervision by acquisition through 
SCADA (Supervisory Control And data acquisition) data, 
also including the communication protocols among 
different logical applications. 
 
Keywords: Maintenance; Planned maintenance; Electric 
machines; HMI / SCADA. 
 

I. INTRODUCTION 
Nowadays, maintenance is one of the key factors for business 
productivity.  
 

Industrial processes

Electrical 
system electric motor

control

Mechanical 
load

 
 Fig. 1 - General construction of industrial processes 

In most industrial processes the electric motor is an 
indispensable asset due to the fact that it is a  core element. 
However, there is a permanent increase in power consumption 
and, at the same time the need to reduce the consumption of 
fossil fuels. Since the electric motors are fundamental 
components for industrial systems, accounting for over 60% of 
its total electrical energy consumption, they must be balanced 
between a target maximum availability and the optimization of 
its electrical energy consumption. 
The breakdown of an electric motor is quite simple and there 
is a limited number of components where just few of them can 
be considered critical for failure. Indeed, the operational life 
cycle of these devices depends on almost exclusively on the 
winding insulation systems. However, it can be affected by 
many factors such as moisture, vibration, corrosive 
environments, and poor design. 
The preventive maintenance based on the threshold value 
determined by a control variable, usually allows to extend the 
operating life of electric motors [1]. 
It is this subject that is discussed throughout the article, whose 
structure is as follows: 

Chapter I - Introduction; 
Chapter II - State of the art; 
Chapter III - Data acquisition; 
Chapter IV - Operation variables and condition; 
Chapter V - Maintenance Management 
Chapter VI - Used hardware and software; 
Chapter VII - Monitoring and condition monitoring; 
Chapter VIII - Application GESP; 
Chapter IX - Conclusions; 
Chapter X - Future developments. 

 

II. STATE OF THE ART 
The maintenance planning based on the control and 
monitoring of operating variables is not a cross-cutting 
approach to Computer Maintenance Management System 
(CMMS) on the market. Two of the most paradigmatic 
programs are as follows: 

• Maximo [2] - is a CMMS developed by IBM [3], which 
allows to manage maintenance through its main aspects, 
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having an IBM Maximo Calibration module where is 
possible to monitor the equipment; 

• SAP R / 3 [4] - is a CMMS developed by SAP AG, being 
a very horizontal system, i.e., is an integrated, modular 
software, but not specialized in CMMS shed. Due to 
SCADA Software Zenon interface with SAP R/3 it is 
possible to monitor the equipment and provide data to the 
application. 

Given some limitations found therein a program it was 
developed an academic software tool, designated Gesp. This 
makes maintenance planning based on the monitoring and 
control of the operating condition variables and with the aid of 
the HMI / SCADA Zenon tool. 

III. DATA AQUISITION 
With the development and advent of SCADA, monitoring of 
physical variables can be performed by means of sensors and 
measurement devices using PLC [5] (Programmable Logic 
Control), which send the monitored data through protocols 
communication (ModBus [6] OMRON FINS [7], among 
others) which use several devices and software applications. 
The connections go through Fieldbus systems, and complex 
redundant network structures that can be compatible with all 
standards, such as OPC UA [8] (OLE for Process Control 
Unified Architecture), several IEC protocols [9] or Modbus, 
and with proprietary systems and several types of hardware. 
Through the information provided by SCADA [10] systems, it 
can monitor default values and other control tasks. The 
SCADA system allows to perform monitoring, control, and 
draw up reports in real-time and historical data. Such systems 
correspond to HMI (Human Machine Interface) applications 
[11], which tend to grow due to the incessant demand, 
allowing secure, more flexible processes, and reducing users 
working time. The values of the operating variables and 
condition are the data provided by SCADA applications to 
different systems / maintenance applications [12] dealing with 
specific algorithms (Figure 2). 
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Fig. 2 - Process for monitoring the operating and condition variables. 
 

IV.  VARIABLE WORKING AND CONDITION 
The main variables to consider in an electric motor are: the 
chain; the tension; torque; and temperature. If the measured 

parameter values do not fall within the ranges that have been 
dimensioned, then current operation  may affect the life of 
electric motors and deterioration of the materials and 
components that constitute them. Through monitoring tools 
they are triggered the alarm conditions giving rise to 
interventions (Figure 3) - the sampling of the variables can be 
performed through either aperiodic or periodic cycles. The use 
of these tools allows to monitor the operation of electric 
motors through its most significant variables for their 
performance to be the most appropriate. 
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Fig. 3 – Operating variables and condition for triggering intervention 
 

V. MAINTENANCE MANAGEMENT 
The treatment of the variables mentioned in the previous 
chapter can be provided to a CMMS, either directly or through 
auxiliary modules. Thus, the maintainers can adjust not only 
their parameterization, but also their maintenance contracts as 
well as improvement actions [13] (Figure 4). 

Lean Maintenance with 5S

self-discipline
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Health 
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Movement (people);
processing excess;
Defect (error correction).

Fig. 4 - New aspects for asset management 
 

Predictive maintenance [14] is performed according to the state 
of "health" of the equipment, including damage, if this is the 
previously planned condition. In general, associated to 
operating variables and condition, measures a given unit which, 
when they reach a certain threshold, giving rise to an 
intervention, as illustrated in Figure 3. 

 

VI. HARDWARE AND SOFTWARE USED 
The hardware and software used are illustrated in Figure 5. In 
hardware stands out a variable speed drive, a power meter, an 
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engine, an automaton and a module expansion analog inputs 
and outputs. 

Process monitoring
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Fig. 5 - electric motor monitoring modules 
 
The FINS Protocol (TCP/IP) was used to obtain the data 
monitored by the PLC (via Ethernet), which, in turn, 
communicates with the energy meter through ModBus / RTU 
(RS-485 physical environment). The ModBus protocol uses 
the client-server type communication model (master / slave) - 
the server should not initiate any communication on the media 
until it has been requested by the customer. To perform the 
communication via ModBUS protocol with the MX2 inverter, 
it must be set the parameters shown in Table 1. 
 

TABLE I.   MODBUS PROTOCOL PARAMETERS USED IN THE MX2 
INVERTER 

 

 
 
 
For the selection of the material used for monitoring the 
engine parameters it is necessary to know which are the values 
of its operating system given by the manufacturer. This data is 
contained in signage plate of the electric motor, as shown in 
Figure 6. 
 

 
Fig. 6 - Nameplate of the electric motor 
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To perform the logic control and monitoring of the operating 
variables and conditions, it is used the PLC [15] shown in 
Figure 7, that performs the logic control through its bit input 
and output and or analog S MAD01 connecting the analog 
input / output of the inverter as shown in Figure 9. Another 
possible configuration is through an inverter control by the 
RS-485 network, as well as the energy meter, as illustrated in 
Figure 10 - running both through ModBus protocol - which 
provides control and data storage of operating variables and 
conditions in the PLC memory area. 

.  
1  Fig. 7 - PLC OMRON CP1L-EM30DR-D model 

 
To perform engine control frequency for the analog inputs of 
the inverter and to monitor the temperature, it is necessary to 
use a module, illustrated in Figure 8, for converting the analog 
values for input / output of data to the PLC [16]. If the current 
is high it will be necessary to use IT (current transformers), 
such as illustrated in Figure 11, with characteristics adapted to 
the energy meter used - in this case it was used the counter 
illustrated in Figure 10. 
 
 

 
Fig. 8 - OMRON Module analog inputs and outputs CPM1A-MAD01 

 
For the control of electric induction motor it is used a static 
frequency converter [17] (Figure 9) that is a solution that has 
been adopted increasingly in industry. The drive in question 
allows for control and monitoring the engine parameters. The 
inverter can be controlled by analog inputs, by control panel, 
and also through the Modbus communication protocol. The 
modes of control are configurable either on local keyboard or 
by specific OMRON software. The inverter is parameterized 
as described in Table 2. 
 
 

 
Fig. 9 - MX2 Inverter Omron 

 
According to Figure 10, between the drive and the engine it is 
included an energy meter [18] which allows the energy 
monitoring that is supplied to the motor (current, voltage, 
active power, reactive power, and the cos factor power). The 
temperature measurement can also be performed through the 
ADC, or the energy meter, given that it has a system of inputs 
for the acquisition of analog signals [19]. 
 
 

 
 
 
 
 

TABLE II  PARAMETERS TABLE TO MONITOR THE INVERTER MX2 
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Fig. 10 - Three-phase energy meter SBC SAbyIA-ALE3D5F11 Class B 

 
A possible solution for the monitoring of motors phase currents 
is through the use of IT [20] if the current range is beyond the 
limits of the energy meter (Figure 11) or, if the model energy 
meter requires IT external (the ALE3 [21] does not require IT 
to current until 65 Ampere). 

 
Fig. 11 - CTY intensity transformers 

 
For the selection of IT, it is necessary to know the range of 
current values which the engine operates taking into account 
the values of the upper and lower current limits. In this case, 
the motor runs at a nominal current of 1.40 A. From the table 
of the FLEX-CORE manufacturer [22] and data of IT 
mentioned above, reported in Table 3 (CTY model) the 
selected IT for that current range is CTY-A. The IT is selected 
by the thicknesses of the wires through which the current, the 
current range in which they will work, and the necessary 
capacity with which the IT needs to monitor the streams. 
 

TABLE III. INTENSITY TRANSFORMERS RANGE FROM CITY MODEL FLEX-
CORE 

 
 
The engine manufacturer [23] used in this project has four 
solutions, as shown in Table 4, comprising devices that have its 
own thermal protection. For the triggering of maintenance 
through the temperature control, only the first three solutions 
can be used because they are the ones that allow their 
monitoring. 
 
 

TABLE IV. THERMAL PROTECTION DEVICES PRESENTED BY WEG 

 Term 
resistance 

Thermistor  
(PTC e NTC) 

Thermal 
protector 
bimetal 

Phenolic 
Thermal 

Protector 

Protection 
mechanism 

Resistance 
calibrated 

Avalanche 
resistance 

Movable 
contacts 

Bimetallic 
Movable 
contacts 

Disposition Head 
wound 

Head 
wound 

Inserted in 
the circuit 

Bobbin 
Head 

Inserted in 
the circuit 

Acting form 

External 
operation

s 
command 

in 
protection 

External 
operations 

command in 
protection 

Direct 
action 

External 
control 

protection 
to work 

Atuação 
direta 

Current 
limit 

Chain of 
command 

Chain of 
command 

Motor 
current 
chain of 

command 

Motor 
current 

Sensitivity 
Type 

Temperat
ure 

Temperatur
e 

Current  
and 

Current 
and 
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Temperat
ure 

Temperatu
re 

Number of 
motor units 3 or 6 3 or 6 3 or 6 

1 or 3 1 

Command 
types 

Alarm and 
/ or cut 

Alarm and / 
or cut 

Court 

Alarm and 
/ or cut 

Court 

technologic
al feasibility Very good Satisfactory Good Unsatisfact

ory 
Affordabilit

y 
Unsatisfac

tory Very good Satisfactor
y Satisfatória 

Technologic
al and 

financial 
viability 

Satisfatóri
a Satisfactory Good Unsatisfact

ory 

 
Resistance Term (Pt-100) - are temperature sensors with a 
high degree of accuracy and sensitivity response, but 
correspond to a very viable solution economically due to the 
sensors and the electronics associated to the control is costly. 
The thermistors (PTC and NTC) - temperature control in the 
implementation of thermistor has a low cost when compared 
to the Pt-100. Although it is necessary to use a relay for the 
control and actuation. 
Thermal protectors Bimetallic / Thermostats - the use of 
thermostats for the maintenance trigger has to be appropriate 
for action by raising the expected engine temperature. 
Protective Thermal Phenolic - they have the particularity of 
being sensitive to current and temperature, enabling automatic 
control. It is limited to the current in the case the protector is 
connected directly to the coil of the single-phase motor and 
can only be used in three-phase motors connected in Y. 

VII. CONDITION MONITORING AND CONTROL 
In most industrial processes that use electric motors, the 
sensors described above, not only for their protection but also 
for their monitoring, have been integrated. In this case, a 
simulation was made with the engine running without load. 
The main objective was to monitor and control engine 
operation, as illustrated in Figure 12, including the simulation 
of a fault. 
To perform the test trigger a condition of intervention, it is 
necessary to monitor the feeding phases of the induction 
motor. Cutting the power stage (with a switch) of the engine it 
was carried out. In this case, the current will tend towards a 
minimum predetermined value in the algorithm implemented 
in the control system. The engine malfunction gives rise to this 
work with only two phases, thus unbalancing the operating 
system, which means that its temperature rise [24], and may 
exceed the upper limit of good operating system and activate 
other maintenance trigger. The cause of the simulated fault 
can damage the engine due to the material properties do not 
have ability to withstand such high temperatures. In the event 
of a threshold value which lead to the triggering of an 
intervention, a Work Order is issued with a set of procedures, 
such as checking the status of the electrical connections of the 
engine, among others. 

 

Simulation of faults

MX2

CP1L-EM30DR-D CP1MA
MAD01

SAIA 
ALE3

Pt-100

Fig. 12 - Fault simulation monitoring 
 

VIII. GESP APPLICATION 
To support the study presented in the previous chapters it has 
been developed an information system [25] that allows 
initiating the maintenance interventions according to the value 
of equipment monitoring data. The data communicationfrom 
the application is carried out through the use of SCADA 
Software Zenon [26], which allows data acquisition through a 
PLC that monitors information from an inverter through 
whitch engine is running. The data monitored by Zenon can be 
saved by communicating with the SQL Server database [27] 
through SQL system driver. Data acquisition by PLC is made 
by OMRON FINS driver (TCP / IP). Both variables, to be 
created, are allocated in the same function, as can be seen in 
Figure 13. 

Monitoring of Operating Variables and Condition

Phase

variables:
IR 200.00

.

.
IR245. ..

D1
.
.
.

D3000

allocations:
OMRON FINS variables

SQL variables

Functions:
DIRECT TO HARDWARE

Time Control:
T (period) update

1 in 1 second
.
.

24 in 24 hours

Data base

Fig. 13 – Monitoring and allocation of the operating and condition variables 
 
System monitoring is carried out according to the scheme 
illustrated in Figure 14. It uses two different system 
technologies, both of which have to be synchronized to 
perform both operations. 
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Processing of data in the application

The Gesp application 
performs the processing 
of data provided to the 
system database, and 
triggers maintenance, 

according to the 
parameterization of the 
operating variables and 

conditions.

The Zenon provides data 
information to the 

system database model.

GESP Data base

Fig. 14 - Monitoring and control of planned maintenance 
 
Operating variables and condition are monitored by the 
Scheduling Meter. 

 
Fig. 15 - Creation of view of conditional maintenance trigger 

 
As shown in Figure 15, triggering a maintenance intervention 
is made using two types of monitoring: (1) Meter Scheduling; 
(2) Control and Scheduling. 
 

 
Fig. 16 - View of the monitoring of operating variables and conditions in the 

HMI-SCADA application (Zenon) 

 
As shown in Figure 16 it is used the Zenon SCADA software 
to send the data of the variables monitored by Gesp database 
application to perform the interventions. This software 
SCADA, in addition to the monitoring variables from the 
electric motor interface, and its associated logic CP1L-
EM30DR-D programming (programming software, Ladder) 
can monitor and control the electric motor. 

 
Fig. 17 - View from the main menu of the software application yasmim GESP 
 
According to illustrated in Figure 17, the application permits 
users to know whether occurs or not trigger an intervention. 
 

 
Fig. 18 - Illustration of the trigger intervention 

 
According to illustrated in Figure 18 it is possible that the user 
knows if there was a request. 
 

 
Fig. 19 - Illustration of state of an intervention trigger 

 
Users who have permission to selecting the trigger switch also 
access the respective state of the same (Figure 19). Figure 20 
illustrates how the trigger works, and opens directly the view 
state. 
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Fig. 20 - Edit view of the trigger intervention 

 
Figure 21 shows the process of monitoring and control of 
operating variables and condition for triggering an 
intervention in GESP application. 
 

Utilização da aplicação GESPApplication use GESP

GESP

Triggering the control 
variables

Engine 
inspection every 
20 hours of work

Operating parameters:
-Current Between 1.50 and 3;

-Temperature Between 10 and 
41 ° C

Working hours 
Engine

The application is
verification of working 

hours monitored

Supply current of the 
phases, and engine 

temperature

It has not made 
the 20 hours of 

work, since it was 
activated the 

trigger The application is
the check if the engine is 

working with the current and 
temperature in the established 

operating system

The engine 
parameters are 
working well on 

established 
operating system

The application triggers an 
intervention for control of 

the operating variables, and 
condition

The application 
detected that 
the engine has 

worked 20 hours

The application detected 
that the engine is not 

working within the 
established system of 

functioning of current and 
temperature

Fig. 21 – GESP Application 
 

IX. FUTURE DEVELOPMENTS 
The next challenge to be reached by the system is the 
development of a scheduling system in real-time, prospecting 
an automatic maintenance management, embedded with a 
failure prediction model based on dynamic modeling, where a 
historical analysis of the physical assets, the monitoring and the 
analysis of critical features will be made. 

The next version of the proposed system (GESP) aims to 
manage maintenance operations with greater autonomy and 
robustness, being the tasks selected automatically by the 
system and evaluated the alternatives with respect to human 
resources. 

It is estimated that the maintenance condition assumes 
particular relevance in the following years as well as the 
application of e-Maintenance concept [13]. In maintenance 
condition sector several studies were performed, one of them 
highlights a prediction model applied to wind generators based 
on vibration analysis [14], or a failure prediction by the 
analysis of other variables based on the historical of physical 
assets [15]. 

Due to the high degree of complexity of performing 
maintenance interventions, paper-based instructions are falling 
into disuse, being replaced by its equivalent in electronic 
version to be accessed by tablets or smartphones. The use of 
these devices opens doors to new horizons as the introduction 
of augmented reality in industrial environments [16], a 
technology that consists of superimposing virtual content to the 
real environment, which allows to display, on intuitive way, the 
sequence of instructions that technician must perform. 

X. CONCLUSIONS 
Planning maintenance from its operating variables helps to 
maximize the availability of equipment and therefore to 
increase the levels of competitiveness of companies by 
increasing production times. For its implementation the papers 
shows that through the use of adequate technology and 
algorithmic tools applied to operating variables and the 
equipment condition through periodic and aperiodic sampling 
cycles can be reached better planning. The monitoring and 
control are made by integrating SCADA (Supervisory Control 
and Data Acquisition) using communication protocols 
between the several application logics which allow reliable 
transmission of data. The triggering of the maintenance work 
is done by processing the data of the control variables using 
specific algorithms to monitor and launch automaticaly the 
Work Orders before damage can occur with reference values 
previously specified limit. 
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IV. CONCLUSIONS 

For machines which rotate very precisely at a constant speed 
it is possible to calculate the DFT of the estimated local 
regularity signal and it may contain sharp spikes related to the 
rotating components of the machine. In this paper we have 
shown this using measurements from the two-stage epicyclic 
gearbox of a water power station. 

Minor changes in these spectral components were also 
observed during the almost four-month long measurement 
period. This could be an indication of wear on the gears, but this 
is far from certain. The measurement period was very short 
considering that we cannot rule out for example seasonal effects 
which may cause different levels of stress on the gearbox. The 
true condition of the gears is also unknown. The estimation of 
the irregularities in the signals is also a nontrivial pattern 
recognition task and thus the results obviously contain errors. 
Averaged results from many signals could provide more reliable 
results. Spectral content directly from the acceleration signals 
from the same measurement period was analysed in [6] and 
very minor changes were observed in those as well.  

The newest version R2016B of MATLAB introduced the 
built-in function wtmm for locating the wavelet modulus max- 
ima ridges and estimating the local regularity. Unfortunately, it 
is not yet thoroughly documented and it seems that it searches 
the ridges starting from the big scales and then occasionally 
fails quite badly in locating the point where the ridge should 
converge. For this reason the author wrote his own code for  the 
task. 

Longer studies from industrial sites as well as test bench 
studies will be done to learn more about the connection between 
the regularity of vibration and the machine’s health. If the 
machine does not rotate exactly at a constant speed, then it is 
unlikely that the DFT could catch any discrete spectral 
components from the regularity signal. In these cases the signal 
should at first be order-tracked. This can be done relatively 
easily if a tacho signal, which reveals the rotational speed of the 
shaft, is available. Another option could be to utilise the 
cyclostationarity of such a signal with the methods of cyclic 
spectral analysis. 
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Abstract— Internet of Things (IoT) has grown as electronic 

circuits have become cheaper, more efficient, smaller in size and 
received benefits from open hardware and software. Efficient 
condition monitoring is often essential for internationally 
competitive and sustainable production. However, in production 
where thousands of sensors are required, cheap microcontroller 
and sensors is a prerequisite. With open hardware and software, 
data logging solutions can be made cheap, as organisations can 
procure customized products from a large number of suppliers, 
to a small product cost, instead of procuring proprietary 
products from a few suppliers. Also, open hardware and software 
promote open innovation. 

In this study, open hardware is presented as an enabler for 
IoT. It gives a brief review of open hardware, open electronics, 
their support community, as well as security and safety 
application considerations. Examples are given with 
microcontrollers and sensors from Arduino, Particle, Intel 
Edison, Sparkfun and Adafruit. 

In the project to which this abstract relates to, IoT solutions 
are developed and field tested in rail infrastructure, which 
includes prototypes, energy management/harvesting, data 
logging, usability of data, reliability and cost/benefit. 

Keywords—IoT, Condition based maintenance, open hardware, 
open software, 3D printing.



 

ISBN 978-91-7583-841-0   130 



 

ISBN 978-91-7583-841-0   131 
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Abstract—Performance-based Logistics (PBL) contracts 
require metrics and methodologies set in a systemic way to 
provide readiness for the warfighter at reasonable costs. There 
must be a clever and verifiable connection of metrics in order to 
access and analyze data and to deliver sound and consistent 
inputs for the entire support system to accomplish its goals.  A 
system of incentives and penalties usually takes place and 
suggests functions to be maximized and/or minimized in a multi-
criterion and highly integrated environment. This study deals 
with the optimization of the entire setup of Performance-Based 
Logistics contracts and is limited to a preliminary study in a 
simple scenario that has showed a promises results.  A mixed 
method, using both the Ɛ-Constraint and  Goal Programming is 
proposed to model the case. Results indicate that metrics used for 
reliability, maintainability, availability and supportability 
(RAMS) and costs can be optimized simultaneously for clever 
contracts. 

Keywords—optimization, contracts, PBL. 

I. INTRODUCTION 
Performance-based Logistics (PBL) is a type of contract 

based on a strategy of integrated acquisition and sustainability 
for enhancing weapon system capability and readiness. PBL 
includes a long term relationship and incentives with service 
providers in order to support the end user´s objectives [1].  

In programs following this type of contract, the Office of 
the Assistant Secretary of Defense for Logistics & Material 
Readiness (ASD - L&MR ) has found an annual saving of 5-20 
% in costs for serving. This could represent an economy of 
about U$ 10 millions in the logistic support contract for the 36 
Gripen NG, which is estimated at a cost of U$ 78 millions[2]. 

The requirements in a PBL contract, frequently, include 
operational availability, and many authors have done a research 
to optimize this indicator [3,4, and 5], while Kumar [6] has 
developed a goal programming model to optimize some 
logistics functions.  Other authors have focused on the 
implementation of the PBL contract, studying the enablers and 
barriers in the implementation process with the objective to 
guarantee the success of the PBL contract [1,7, and 8]. As the 
PBL contract involves many key performance indicators (KPI), 
and some of those indicators can be conflicting and calculated 

with non-linear functions, the objective of this work is to built 
a multi-objective model to simultaneously optimize reliability, 
maintainability, and supportability. 

This paper briefly reviews the metrics normally involved in 
PBL implementation associated with reliability, 
maintainability, and supportability. Those metrics are 
expressed as mathematical functions and are dependable of 
some variables. This paper also reviews some mathematical 
functions used and cited in literature related to Reliability, 
Availability, Maintainability and Supportability (RAMS), what 
will be used as objective functions. As some of these functions 
are nonlinear, a heuristic method for a solution must be 
applied. 

II. BACKGROUND  

A. Types of PBL contracts 
The definition of metrics in a PBL contract depends on the 

type of contract. In the literature, it is possible to find some 
types of contracts  used in PBL. As described by Kirk [9], a 
“Full Contract” is a type of contract where the contractor is 
responsible for the inventory control while responsible for 
fulfilling of specific metrics. All the Integrated Logistics 
Support can be covered in this type of contract. 

For a PBL-Partnership, there are the same characteristics of 
a Full PBL contract  that incorporates a partnership between a 
commercial entity and an organic depot, where, for example, 
the government entity can be sub-contracted to perform a 
portion of the support required by and for the contractor. 

A Mini-Stock point contract, the government entity owns 
the inventory but the contractor receives, stores,  issues, and 
may also repair the material. 

A PBL-organic is a type of contract with an organic activity 
to procure, repair, store and issue material. In PBL-
commercial, commercial items are supplied by the contractors. 
In the Contractor Logistics Support the contractor manages 
most of the Integrated Logistics Support Elements, and finally 
the Long Term Contract with an arrangement longer than usual 
contracts[9]. 
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This work is addressing a Full PBL contract and, therefore, 
the contractor is responsible for the performance achieved. This 
type of contract emphasizes the necessity to consider RAMS 
metrics and involves a multi-criteria optimization. 

B. Reliability Metrics 
Reliability is defined as a probability that a system or a 

component will work for a certain period of time, without 
failures, operating under specific conditions [10]. Reliability 
management is a managerial function related to the 
coordination and supervision of activities such as design, 
manufacturing and so on, in the life cycle of the system, to 
achieve the established reliability goals and the most efficient 
life cycle costs [11]. 

Reliability management in the design phase of a product or 
service is fundamental for the whole process. Reliability 
management includes activities such as the development of 
reliability programs and other documents, the control of the 
production process, the built of failure reports, the analysis of 
the system, among others [12]. 

In a PBL contract, the reliability management shall be 
considered, and reliability goals must be defined. These goals 
involve some usual metrics, such as mean time to failure 
(MTTF) and refers to the expected time between two 
consecutive failures for a nonrepairable item or  mean time 
between failures (MTBF) for a repairable system or item [13], 
besides the reliability itself. 

The reliability can be estimated using expressions such as 
[13]: 

                                                            

where ti represents the operation time between  two 
consecutives failures and n is the number of observations. 
MTBF has a mathematical relation with reliability as described 
bellow [13]: 

                                                      
Where R(t) is the mathematical expression for the 

Reliability function. 

 
Therefore, these expressions depend on the distribution 

wich has the better fitness to the available data. 

A study has been done by United Airlines (UAL) as a part 
of the more general questioning that preceded Reliability 
Centered Maintenance (RCM).  UAL has used this database to 
develop the age-reliability patterns for the nonstructural 
components in their fleet. The failure density distributions were 
developed from the component operating history files, and the 
hazard rate (or instantaneous failure rate) was derived as a 
function of time. It was found that 95 % of the nonstructural 
components has a long period of time with a constant hazard 
rate (hazard rate function) [14]. 

 For this reason, a constant hazard rate is used in this work, 
and the equations for reliability can be expressed as R(t) = e-λt  
and the MTBF = 1/λ [13]. 

C. Maintainability Metrics 
Maintainability deals with the duration of maintenance 

outages or how long it takes to complete the maintenance 
actions. Maintainability characteristics are usually determined 
by equipment design, which then sets maintenance procedures 
and determine the length of repair times [15]. In general, 
maintenance optimization models cover four aspects: (i) a 
description of a technical system including the function and 
importance, (ii) a modeling of the deterioration of the system in 
time including possible consequences for the system, (iii) a 
description of the available information about the system and 
(iv) an objective function and an optimization technique for the 
involved trade-off [16]. 

Maintenability can be estimated using the total downtime 
for maintenance, including all time for diagnosis, 
troubleshooting, tear-down, removal/replacement, active repair 
time, verification testing that the repair is adequate, delays for 
logistic movement, and administrative maintenance delays. It is 
often expressed as 

M(t) = (1- exp(-t/MTTR)) = 1- exp (-µt) , 

where µ is the rate of repair (number of repairs per unit of 
time) and MTTR is mean time to repair [15].  This equation is 
based on some assumptions.  

i. Both failure and repair rates are considered constant over 
time and are statistically independent. 

ii. MTBF and MTTR are exponentially distributed. 

iii. Repaired units are as good as new ones.  

iv. Repair or replacement is carried out in the case of 
failures only.  

v. Separate repair facility is provided for each subsystem. 
All the subsystems remain in two states i.e. Operating and 
failed states [15]. 

The maintainability model used, depend on the type of 
maintenance policy applied. In the literature, there are some 
types of police such as Age-dependent Preventive Maintenance 
(PM) policy, Periodic PM policy, Failure limit policy, 
Sequential PM policy, Repair limit policy, Repair number 
counting and reference time policy [17]. A basic maintenance 
model was presented by Marquez [18] under the constant 
interval  replacement where the expected number of failures 
M(t) is estimated as: 

 

Where λ(t) is the failure rate. 

 Therefore, given a MTTR for scheduled maintenance 
(MSMT) and a MTTR for unsheduled maintenance (MTTRu), 
the length of TSM (interval of preventive maintenance) will 

(1) 

(2) 

(3) 

(4) 
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affect the availability of the aircraft, and the objective for 
maintenability  can be expressed as the minimization of 
downtime for maintenance activities (DT):      

 

 

 

 Where T is the total operational life, Tsm is the medium 
time between two scheduled maintenances, and MSMT is the 
Mean Scheduled Maintenance Time  [6]. 

D. Supportability Metrics 
The supportability analysis defined as an iterative analytic 

process by which the logistic support necessary or a new or 
modified system is identified and evaluated [19]. Ungar [20] in 
his work has addressed the economics of supportability and 
how the design for testability can affect its costs. Therefore, the 
operation and support cost should be used as a performance 
indicator of supportability. 

Smiljanic et al [21] used for an aerospace application, 
parameters for supportability as turn around time (TAT) i.e., 
time from vehicle landing until it is ready to fly a valid 
mission. On the other hand, others authors[22,23] has used the 
Mean Time to Support (MTTS) as a measure of supportability 
characteristics.   

In this work, it is considered the cost of support as a sum of 
maintenance cost (MC), inventory cost (IC) and other support 
cost (OSC). According to Ebeling [24] the unscheduled 
maintenance cost can be expressed as: 

MCu = T ( Cf+Cv MTTR) /MTBF 

Where Cv is the variable cost per hour of downtime, Cf is 
the fixed cost of a failure and T is the economic life in 
operating hours.  

The  preventive maintenance cost is estimated as : 

MCp= T *CSM/TSM 

Where CSM is the average  cost for the preventive 
maintenance. 

In order to estimate the inventory cost, the author porpose 
the estimation of expected stock available using the Multi-
Echelon Technique for Recoverable Item Control (METRIC), 
developed by Sherbrooke [25]. As the expected backorder can 
be estimated by the METRIC model, the exepcted available 
stock (EAS) can be expressed as : 

 EASi= LPi – EBOi 

 Where EASi is the expected available stock for item i , LPi 
is the logistics pipeline for item i (estimated as the product 
between the demand for item i and the time to repair or turn 
arround time) and EBOi is the expected backorder estimated by 
the METRIC model. 

 Finally, the inventory cost (IC) is the product between the 
holding cost per unit of item i (HCi) and the expected available 
stock (EAS). 

 

 The other support cost can be expressed as [24] : 

OSC = [ Fs + PA(i,td) CsN]  

Where Fs is the Fixed support cost, PA represents the 
present value of an equal annual amount observed over d years 
(PA(i,td) = [(1+i)d-1] /[i(1+i)d]) , Cs is the annual support cost 
per unit, and N is the number of identical units. 

Therefore, the support cost can be expressed as : 

SC = T ( Cf+Cv MTTR) /MTBF + T *CSM/TSM + [ Fs + 
PA(i,td) CsN] + HCi*EAS  

E. Availability Metrics 
Items which are repaired (returned to usable condition) 

rather than discarded are called repairable. Repairable 
inventory systems are typically composed of high cost, long-
life goods, where is economically viable to repair an item. 
Repairable items are common in the military [26]. To ensure 
the aircraft availability, an ample supply of spare parts must be 
maintained. In the context of standard inventory control, 
stockouts can lead to unavailability of equipment whereas 
spare parts inventories incur holding costs [27]. The most 
influential model by far has been the Multi-Echelon Technique 
for Recoverable Item Control (METRIC), developed by 
Sherbrooke [25], and extensively used in the military world. 

The METRIC is an interesting model due the estimation of 
supply availability of the system. Supply Availability values 
are obtained from the performance characterization of 
backorders at the bases via the METRIC model [25].  METRIC 
is really an approximation and some extensions to METRIC 
were developed to relax some assumptions that may be 
unrealistic in application. Graves [28] proposes a different 
approximation that uses the two-parameter negative binomial 
distribution to fit the distribution of the backorders at the bases 
and found that METRIC underestimates expected backorders, 
while his negative binomial approximation (VARI-METRIC) 
overestimates them, but, on the other hand, gave mistaken 
allocation of spares in less than 1% of the cases [27, 25]. 

It was common for failure data from individual aircraft 
parts to have a variance to mean ratios greater than one, and 
this suggested that a Poisson model may not adequately 
describe the variance in the failure arrival process [29]. Due 
this, the model VARI-METRIC is used in this work to estimate 
the aircraft supply availability. 

  

Where EBO(Si) is the expected back-orders for item i at the 
stock level Si, Zi is the number of items installed i per aircraft 
and N is the number of aircraft. 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 
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Accordind to Minzhi [30], in order to estimate the 
Operational Availability it is necessary to use the expression : 

 

 

 

 

 

 

where  

 

 

 

III. ANALYSIS 
 The optimization of multiobjective problems has several 

methods of solution and normally depends on the insight of 
Decision maker to find the final Pareto optimal solution [31]. 

As in this case there are some objectives to maximize and 
others to minimize, some useful methods can be Ɛ-Constraint 
Method (Bounded objective function method), Goal 
Programming Method and Weighted min-max method, among 
others [31].  Methods that provide both necessary and 
sufficient conditions for Pareto optimality are preferable, but 
there is no best method for all problems [32]. 

Based on the equations discussed previously, one approach 
is to use the Ɛ-Constraint Method (Bounded objective function 
method), because, often, the availability is the most important 
goal while the others objectives can be used as constraints. 

In this work, it is suggested another approach, based on a 
mixed method using both the  Ɛ-Constraint Method with the 
Goal Programming Method. In this proposal, the first step for 
solving four different problems using the Ɛ-Constraint Method. 
The first problem uses the reliability function (for example) as 
an objective function in order to define the maximum reliability 
achievable in this environment, while the maintainability, 
availability, and supportability functions are treated as 
constraints. Such constraints are considered as the minimum 
accepted level. This reliability found as a result of the problem 
will be used as reliability target for the second step.  

In the second problem, another objective function is 
selected, as availability (for example), and again, using the Ɛ-
Constraint Method, it is possible to define the maximum 
availability that can be reached in this circumstance, treating 
reliability, maintainability and supportability as restrictions. 
This availability found as a result in the second problem will be 

set as an availability target for the second step. Therefore, 
following this approach, the third problem defines the 
maintainability function as an objective function in order to 
define the maintainability target for the second step, and the 
fourth problem sets the supportability function as the objective 
function and defines the supportability target for the second 
step. 

 In the second step, each result found as the target in 
the first step is now set as a goal in the goal programming 
method, thus resulting in only one problem to be solved. This 
is shown diagrammatilly in figure 1. This final step suggests 
the decision variables to be addopted and the parameters 
related to RAMS to be used in the contract. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(12) 

Problem 1 : 
Set Availability as Objective Function 

Subject to : 
Reliability, Maintainability, and Supportability as 

constraints with Right Hand Side (RHS) at an 
acceptable minimum level. 

Solution : Defined Availability Goal 

Problem 2 : 
Set Reliability as Objective Function 

Subject to : 
Availability, Maintainability, and Supportability as 

constraints with Right Hand Side (RHS) at an 
acceptable minimum level. 

Solution : Defined Reliability Goal 

Problem 3 : 
Set Maintainability as Objective Function 

Subject to : 
Reliability, Availability, and Supportability as 
constraints with Right Hand Side (RHS) at an 

acceptable minimum level. 
Solution : Defined Maintainability Goal 

Problem 4 : 
Set Supportability as Objective Function 

Subject to : 
Reliability, Maintainability, and Availability as 
constraints with Right Hand Side (RHS) at an 

acceptable minimum level. 
 

S l i   D fi d S bili  G l 

Multi Optimization based on the Availability, 
Supportability, Reliability and Maintainability Goals using 

the Goal Programming Method. 

(13) 
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Fig.1.  Diagram of  the process to solve the problem. 

 

 

In this work we have as decision variables the median time 
between two scheduled maintenances (TSM) and the inventory 
allocation for repairable items, while the objective functions to 
maximize are the reliability R(t), and the Operational 
Availability(A0) and at the same time the objectives to 
minimize are the Supportability Cost ( OC+FC+SC) and the 
maintenance Downtime (DT). 

 

IV. RESULTS AND DISCUSSION 
 

In order to explore the model, a simple scenario was 
created based on a fleet with just one type of aircraft with ten 
aircraft, which one flying 1500 h per year during thirty years. It 
was operating on two Bases, and those two bases are supported 
by one depot.  

For this preliminary study, it was considered three 
repairable subsystems, which one with different failure rate, 
time of repair on Base and on Depot, and fraction of repair at 
Bases. 

It was necessary to define some maintaince inputs such as 
MTTR and the MSMT, and the respective cost for each one. 

Considering there are no stocks of any item, and an interval 
between preventive maintenance of 1000 h, the results of each 
objective function were: 

No 
Stock 

Objective Functions Results 
Oper. 

Availability Maintain. Reliability Support. 

 64,62 % 642 h 79,59 % 100% cost 
In the first step, was established the goals for Operational 

Availability, Maintainability, Reliability and Supportability. 
The results found are showed below: 

No 
Stock 

Objective Functions Results 
Oper. 

Availability Maintain. Reliability Support. 

 74.32 % 641.9 h 94.45 % 85.2%  
These values are defined as goals in the second step, where 

a Goal Programming Method was used. This final result found 
for this instance was : 

No 
Stock 

Objective Functions Results 
Oper. 

Availability Maintain. Reliability Support. 

 69.2 % 665.0 h 86.0 % 92.8 %  
      The decisions variables for this instance were : 
 Preventive time interval: 1319 h; 
 Stock level at Depot: two units for item 1; 

 Stock level at Base 1: 3 units for item 3; 
 Stock level at Base 2: 2 units for item 3. 
 

This problem was solved using a Preemptive Method in 
order to compare the results. The sequence for preemptive used 
was availability, maintainability, reliability and supportability 
as the last function to be optimized. For this method the results 
were: 

No 
Stock 

Objective Functions Results 
Oper. 

Availability Maintain. Reliability Support. 

 74.3 % 641.9 h 79.6 % 86.9 % 
And the decision variables were : 
Preventive time interval: 2000 h; 
Stock level at Depot: no stocks were suggested; 
Stock level at Base 1: two units for item 1, item 2 and item 3; 
Stock level at Base 2: two units for item 1 and item 3, and 

only one unit of item 2; 
 

Based on the previous results, it was clear that Goal 
programming was a better method to balance more equally all 
objective functions. In the preemptive method the reliability 
was too sacrificed in order to guarantee the availability and the 
maintainability. 

Through this mixed method, it was able to define 
achievable goals without the necessity of experts’ opinions. 

Otherwise, this model requires a deeper knowledge about 
the mathematical formulation and methods for solve nonlinear 
objective functions, and for this reason more studies should be 
done to define good methods to solve more complex instances. 

 

V. CONCLUSION 
This study is limited to exploring a simple scenario and 

designing the methodology for the rest of the challenge 
presented.  

In order to implement a PBL contract with consistent 
metrics, all parameters considered in the contract should be 
analyzed in an integrated way. Some decisions can influence 
the metrics discussed before in opposite directions, as example,  
a higher level of inventory will result in higher availability as 
discussed before, but means higher cost of supportability. 

The configuration of the system, with redundancies of 
subsystems or components, will influence the reliability and, at 
the same time, the maintainability, supportability, and 
availability. Therefore, all the equations of reliability R(t), 
supportability OC (CO,i,td,), FC (MTTF, i,td, t0,,Cf), SC ( 
i,td,,Cs) and availability A(MTTF,Si) should be simultaneously 
optimized based on multi criteria methods to achieve a balance 
of all metrics. 

This approach is important to reduce the time consuming 
process between government and industry besides to define 
reasonable goals for all metrics defined.  Some methods can be 
used, and the second approach suggested, a mixed Ɛ-Constraint 
Method and  Goal Programming Method seems to be feasible 
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and more reasonable compared with the first approach 
mentioned ( simple  Ɛ-Constraint Method) or with a 
preempitive method which needs the definition of the most 
important objective 
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Abstract— Scheduled maintenance and inspection 
development is one of the main requirements for emergency 
equipment and safety devices. These types of devices have hidden 
functions which are used intermittently or infrequently, so their 
failure will not be evident to the operating crew.  The analytical 
model presented in this paper deals with the periodically tested 
units with overhauls (preventive maintenance) after certain 
number of inspections and a renewal after a series of overhauls.  
The  cost based optimization method presented in this paper 
identifies the optimum interval and frequency of Failure Finding 
Inspection (FFI) and restoration. In the proposed model, repair 
due to failures found by inspection makes the unit As Bad As 

Old, and restoration/overhaul action rejuvenates the unit to any 
condition between As Good As New and As Bad As Old. As Good 
As New effectiveness also is considered for renewal action. It 
considers inspection and repair times, and takes into account the 
costs associated with inspection, repair, restoration, and also the 
cost of accidents due to the occurrence of multiple failure. The 
results show that when the unit is not under aging process, the 
optimal alternative for each inspection interval is the one with 
highest possible number of inspection without restoration. 
Finally, it is observed that when the cost of accident is quite high 
it is needed to perform inspections at smaller intervals to control 
the risk of accident. 
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Abstract—Stability detection in machining processes is an 

essential component for the design of efficient machining 
processes. Automatic methods are able to determine when 
instability is happening and prevent possible machine failures. In 
this work a variety of methods are proposed for detecting 
stability anomalies based on the measured forces in the radial 
turning process of superalloys. Two different methods are 
proposed to determine instabilities. Each one is tested on real 
data obtained in the machining of Waspalloy, Haynes 282 and 
Inconel 718. Experimental data, in both Conventional and High 
Pressure Coolant (HPC) environments, are set in four different 
states depending on materials grain size and Hardness (LGA, 
LGS, SGA, and SGS). Results reveal that PCA method is useful 
for visualization of the process and detection of anomalies in 
online processes. 

Keywords—Stability detection, Radial turning, PCA. 

I.  INTRODUCTION 
 

The common use of planes engines, are growing the 
demand of materials with high mechanical resistance at high 
temperatures, what has incremented the development of 
superalloys. These materials are lighter and smaller than 
usually used alloys, what enable to reduce the fuel consume. 

 
Superalloys are also able to support high temperatures and 

they have a high mechanical resistance, what fit them perfectly 
in the aerospace sector.  

 
These materials usually need to be machined and due to 

their strength, they are considered as hard turning materials. In 
this case, a radial turning process is applied to three of the wide 
variety of superalloys that can be founded. 

 
Radial turning is a machining process that removes material 

from the outer diameter of a rotating cylindrical alloy. The tool 
is moved linearly parallel to the rotation axis. Turning is a 
complex process which involves various physical phenomes 
such as plastic deformation, contact friction, etc. Hard turning 

refers to a material with high hardness, such as superalloys, 
which usually are heat treated before they are performed. These 
materials produced bigger wear and forces during the process 
due to their hardness. 

 

Industries which work with radial turning processes have 
always been looking forward to production optimization. 
Improving the tool life is one of the usual topics in this area, 
what is obtained by reducing tool wear. Choudhury and 
Srinivas [7] and M. Murua [1] predicted tool wear using some 
regression models, while Tugrul and Yigit [8] used also neural 
networks for tool wear and surface roughness, which is another 
prediction topic in machining processes. Tool wear also 
depends on the alloy hardness, cutting parameters as Sardinas 
[6], Sahu [3] and Bonilla exposed on their articles, the cooling 
conditions [4], where A.Suarez concludes that HPC produces 
less wear than conventional lubrication, grain size [5] [2], 
where Olovsjo demonstrate notch wear predominance for 
materials with large grains (LG) against materials with small 
grain (SG). Kumar [13] optimize a multi-objective process for 
laser cutting process of superalloys using PCA method. 
Parameters exposed, also affect to the cutting forces and the 
final quality. According to the forces, R.S.Pawade [16] 
demonstrates that larger cutting forces generated poor surface 
finish and extensive surface damage and Cedergren [17] 
deduce the importance of considering work material 
microstructure when studying cutting forces. In this paper, 
stability is used as a basic parameter to improve radial turning 
processes with experimental data. 

 
 

II. EXPERIMENTAL ANALYSIS 
 
 

In this paper a study of the stability of a radial turning 
process for superalloys is done. This process is based on the 
forces that the ceramic tool supports during the turning against 
three different superalloys. All of them are Nickel-based 

mailto:alberto.jimenezcortadi@tecnalia.com


 

ISBN 978-91-7583-841-0   141 

superalloys, which differ from the others in the rest of the 
chemical components. These superalloys are Inconel 718, 
Waspalloy and Haynes. 

 

Mentioned materials can be found in wide variety states, 
which are set by thermal heating and cooling processes such as 
annealing, which is used in this study. Annealing is a process 
that induces microstructural changes such as recrystallization 
and grain growth [11]. An alloy treated at high temperature and 
for big annealing periods, modifies the structure causing a 
recrystallization. Grain growth can also be obtained by heat 
treatment. This is achieved by controlling the times of heating 
and cooling. 

 

Depending on the grain size, two states have been obtained 
for this study, which are called Large Grain (LG) and Small 
Grain (SG). In Fig.1 it can be shown the difference between 
these two states. In terms of strength, Aged (A) and Solutioned 
(S) are differentiated, where Aged is called to the stronger one. 

 
Fig. 1. Difference between LG and SG. 

 

Superalloys are also lubricated to reduce the high 
temperature and forces generated during the machining 
process. In this case, conventional lubrication of 6 bar and 
High Pressure Coolant (HPC) of 80 bar are chosen to achieve 
that temperature reduction. In radial turning processes, test is 
called to a determined number of passes through the 
workpiece. A transition of the tool from the surface of the 
superalloy until the centre of it is considered as a pass. 

 

A test is made by an accumulation of passes and on each 
material the number of passes is not the same. In the case of 
Inconel 718 and Waspalloy, 6 passes are done to complete a 
test, while 4 passes are needed for Haynes. In the Table I, is 
shown the number of test measured for each superalloy. 

 
 
 
 

 
 
 

TABLE I. NUMBER OF TESTS 

 
 
 
 
 
 
 
 
 
 
 
 
 

Other parameters are also set on this study. These 
parameters are the same for every material during the 
experiments: entering angle (91º), rake angle (0º), inclination 
angle (0º), nose radius (0.4 mm), cutting speed (30 m/min), 
feed rate (0.1 mm/rev) and cutting depth (2 mm). 

 

While one of the passes is running, the force between the 
tool and the superalloy is measured, (F). Resulting cutting force 
breaks down into 3 components called Fx, Fy, Fz (see figure 3) 
and this forces are measured using sensors, which are 
perpendicular each other. Fy force, has the direction of the 
cutting speed, Fx is in the radial direction and Fz is the 
orthogonal direction. When a pass is finished, 2 different tool 
wear are also measured, Flank wear and Notch wear. The 
Notch wear consist on the wear that appears where the tool and 
the superalloy are in contact. However, Flank wear is measured 
in 9 different points into the tool just after the Notch one. In 
Fig.2 is shown how the tool seems when a pass is made. 

 
 

 
Fig. 2. Wear measurement. 

 

  SGS SGA LGS LGA 

Inconel 
Conventional 2 2 2 2 

HPC X 3 X 2 

Haynes 
Conventional X X 2 2 

HPC X X 1 1 

Waspalloy 
Conventional 2 2 1 1 

HPC 1 1 1 1 
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Fig. 3. Force components. 

 
In Fig.4, forces from the 3 components are represented. 

These signals are a particular example taken from one pass, but 
in general, the signals obtained due to any of the passes has the 
same appearance. In this paper, force signals where analyzed to 
obtain the stability for each superalloy on each state and 
lubrication. 

 

 
Fig. 4. Measured forces for a pass in the 3 components. 

 

III. EXPERIMENTATION 
 

In this section the experimentation done is exposed, which 
is based on the forces and achieves to classify instability for 
every state. A filter to the force signal is done, where the initial 
and the final part of the signal are deleted. This filter is made to 
remove the warm-up and the stop of the process, which are not 
going to appear in the real machining processes. Let us call 
xi=(x1,…,xt), yi=(y1,…,yt), zi=(z1,…,zt) the three components 
of the filtered signal in the ith pass, where i=(1,…,6). In figure 
5, the filtered signal is shown. 

 

  
Fig. 5. Filtered forces for a pass in the 3 components 

Two different methods are exposed. On one side, the first 
pass of every test stability is studied. Each force component is 
studied independently and then mixed. A robust three-sigma 
edit rule is used, which was proposed by Maronna [9]. This test 
is applicate following the next steps. Firstly median of each 
force is calculated, which is the center value of the sorted data 
Mex; Mey; Mez. Next step is to calculate a vector of the 
standard deviation from the median. 

 

 Fxi-Mex=Vx (1) 

 

 Fyi-Mey=Vy (2) 

 

 Fzi-Mez=Vz (3) 

 
Where Fzi is the ith value of the force in component z. 

Median is extracted from those vectors and divided by 0.6745. 

 

 MADNx= Median(|Fxi-Mex|)/0.6745   (4) 

 

 MADNy= Median(|Fyi-Mey|)/0.6745   (5) 

 

 MADNz= Median(|Fzi-Mez|)/0.6745   (6) 

Finally, a quantitative value is obtained to classify the 
stability, which is the value of dividing the maximum of (1) 
with (2). 

 Px=Max(|Fxi-Mex|)/ MADNx (7) 
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 Py=Max(|Fyi-Mey|)/ MADNy (8) 

 Pz=Max(|Fzi-Mez|)/ MADNz (9) 

Px, Py, Pz are then limited by an expert to expose when is 
considerable stable and when is unstable. 

 

On the other side, the stability of the first pass is analyzed 
while the machining process is running. This achieve is 
obtained in three steps. Firstly, a statistic technique (PCA) is 
used to reduce the dimension from the 3 force component to 
only two of them, so that it can be seen easily. PCA is based on 
combining input components to obtain new ones (C1; C2) that 
are linearly independent between them and maintain as much 
original information as possible. This technique is used many 
times in the literature due to its easy way of programming. 
Some of the applications of this technique are to achieve 
objectives such as surface roughness [14], structural damage 
diagnosis[15], multi-objective optimization [13]. 

 

In this case PCA is applied to the first pass of the test to 
obtain a dimensional reduce which enable to represent the 
variables into a graphic, from 3 components (Fx, Fy, Fz) to 2 
new axis(C1; C2). After representing data into the new axis the 
centroid of the pass is calculated. 

 

 O1=ΣC1i/N (10) 

 O2=ΣC2i/N (11) 

Where O1 and O2 are the values of each axis of the 
centroid. After that, other passes are represented on the same 
principal components, so the progress of the test can be seen 
graphically. Instead of classifying graphically, a quantitative 
measure is calculated, which is the maximum distance from 
any of that pass point to the centroid of the first pass. 

 

 D=Max(√ ((C1i-O1)2+(C2i-O2)2)) (10)  

These distances are represented for each test, what would 
provide the progression of this value during the machining 
process. A test is considered unstable if the distance for any of 
the passes is 200% times the value obtained for the first pass 

IV. RESULTS 
As it was mentioned in section III, the first step is to filter 

the signal. Initial and final parts are removed. Figure 5 shows 
how the signal remains after removing those parts. This filter 
had gone through the signals of the study, which had been used 
after the filtering process for the rest of the methods. 

 

Results are exposed for tests classified as stable and unstable. 
These tests are presented on table I. In figure 6, first pass of a 
test is shown. 

 
 

 
Fig.6. First pass of Waspalloy SGS Conventional. 

 

 
Fig. 7. First pass of Haynes LGA HPC. 

A. Stability by the force 
 

In this section, classification for the first pass of the test is 
obtained. To achieve it, some quantitative values have been 
taken from each of the force component (Fx, Fy, Fz). Chosen 
variables are the median of the filtered force, maximum 
distance between mentioned median and measured forces and 
the median value of all the distance measured. 3 values are 
calculated for each force component. From all the values 
obtained for each pass, a combination of them is made for 
getting a quantitative value, which classifies the tests. 

 

The measure chosen is the mean value of the 3 components 
called force proportion, which is referred to the maximum 
distance value divided by the median distance value. This 
quantitative measure classifies between stable and unstable 
tests, where stable will be when a low value appeared an 
unstable when a great value is obtained. In this case, 7.33 is 
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obtained for Haynes LGA HPC and 26.52 for Waspalloy SGS 
Conventional.  

 
This results obtained confirms the hypothesis of detecting 

instability with the force. Validation of this method should be 
obtained by testing with more data. This process can also be 
used into the rest of the passes of each test, what could provide 
a good reference to determine when to stop the machining 
process. The main problem of this method is that this method is 
not able to be used into online processes. This objective is 
solved by using the method exposed in IV-B. 

 

B. Stability in function of the first pass 

 
In this section the stability of the test is studied based on its 

first pass. Principal Component Analysis (PCA) is applied to 
the first test and the centroid of the result is obtained before 
overleaping the rest of the passes PCA. PCA analysis has been 
realized to reduce the number of variables to 2 dimension, so 
that the result can be graphically exposed. 

 

 
Fig. 8. Waspalloy SGS Conventional 6 passes. 

 

 

 
Fig. 9. Haynes LGA HPC 4 passes. 

 
Figure 8 and figure 9 shows the PCA for both cases of 

Waspalloy and Haynes respectively. In both graphics, the full 
test in shown, where each of the passes has a different colour to 
be appreciated. Fixing on Figure 8 and figure 9 it will be 

possible to classify each test easily. Note that 4th pass of 
Waspalloy is gone far through the first principal component, 
while Haynes remains in the same space every pass. Instead of 
doing it graphically, a quantitative measure is calculated. 
Measured value consists in the maximum distance measured 
for each pass to the centroid of the first pass. This measure can 
also be obtained online when the centroid is calculated. A very 
useful system can be obtained with this method to detect 
anomalies while the process is running. When a test distance 
increase heavily, it will be considered that this test is instable. 
In figure 10 and figure 11, the maximum distance for each pass 
is represented. 

 
 

 
Fig. 10. Maximum distance to the centroid of the first pass for each pass in 

Waspalloy SGS Conventional. 

 

 
Fig. 11 Maximum distance to the centroid of the first pass for each pass in 

Haynes LGA HPC. 

 
It can be seen that in this case, Waspalloy has distances 

between 600 and 800 while Haynes has no measure bigger than 
300. This result confirms the theory of the stability for Haynes 
LGA HPC test and instability for Waspalloy SGS 
Conventional.  
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V. CONCLUSIONS AND FUTURE WORKS 
Development of stability detection models for machining 

processes using forces is a difficult task due to all the factors 
that have impact on the force measured. In this paper, two 
different models have been exposed: 

 

On the first method, the median values are calculated, what 
means that a range of data is needed to do it, what makes it an 
offline method. This method can be used not only for the first 
pass but also for all the passes of each test, providing a stability 
test when a pass is finished. 

 

On the other method, an intuitive 2 dimension 
representation of forces is done, what makes easier to 
understand the relationship between forces in different 
components. The main problem of this method is that it is 
supposed that the first pass of each test is stable, what means 
that if the first pass is instable, this test could bring a stability 
result that will not be according to the reality.  

 

That reason makes the development of a new method 
necessary, which could be a combination between both 
explained methods in terms of detecting stability. This will 
consist in the use of the first method to detect the stability of 
the first pass and when this stability is confirmed, apply the 
second method online in order to find any instability that would 
activate an alarm to stop the machining process. This 
machining process can not be stopped in any point, it is 
necessary to maintain machining until a specific point where 
stopping the process do not mean breaking the material. 

 

In this study, two methods had been applied to two 
different tests that where classified previously. In order to 
validate these algorithms, more tests should be used, what 
would be done in future work when the rest of the tests are 
classified as stable or instable. 
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Abstract—In this paper, the SHELO model is used for 

understanding the most critical data and information 
management problems and opportunities in the fleet 
environment. Due to the scattered nature of fleets and the data 
related to them, there is extensive untapped potential in 
processing and upgrading the accumulated fleet data into 
knowledge that can be used in decision making. So far inter-
organizational data sharing has not been widely adopted in 
practice, and thus the full possibilities of fleet management are 
not yet known. 

In this paper, the data has been collected by interviews of 
people from 4 different divisions of an original equipment 
manufacturer, and from 3 customer companies who use the 
product. The first problem identified was who owns the data 
collected by the product. If the supplier could get this data, it 
could develop the product and possibly analyse the need of 
maintenance on the fleet level. A group of similar kinds of assets 
can be viewed as a fleet, and there are various advantages when 
the data related to the fleet of assets can utilized in asset 
management. Currently the supplier cannot utilize the fleet data 
to these purposes.  The extent of data sharing is now considered 
case by case. There are no clear rules to sharing data, but the 
companies can see the potential advantages.  

In order to improve fleet management practices, and 
information and data sharing needs, the problems and benefits 
are analyzed with the SHELO model. Identifying the problems 
systematically is an undeniable prerequisite for preventing them. 

Keywords 

Information management, data management, data sharing, 
fleet, SHELO, qualitative data analysis 

 

I. INTRODUCTION 
The purpose of paper is to identify the data sharing needs, 

problems and benefits in the fleet environment.  A fleet can be 
seen as a group of similar kinds of assets. Generally, the term 
fleet has been associated with aviation and navy contexts, but 
other asset groups (e.g. industrial production machinery and 
equipment) can also be considered as fleets, and similar kinds 
of management practices can be applied [1,2]. The technical 
and economic data on geographically scattered fleets is vast, 
multifaceted, and usually fragmented to various companies. It 
is not feasible for each company to process all of the data by 

themselves. Hence, data sharing would have several positive 
impacts on business, e.g. through motivating collaborative 
decision making, increasing transparency from the provider 
side etc. However, companies are worried about sharing too 
much data. 

The SHEL model has been widely used in airplane accident 
investigations and in aviation maintenance to identify the 
causes of accidents systematically. The SHELO model [3] has 
been developed from the SHEL model. With the SHELO 
model, possible problems, threats and potentials are classified 
in order to elicit proposals for improvements.  The SHELO 
model has been used previously to find out the most important 
knowledge management problems in industrial maintenance. 
The main problems are information unavailability, information 
sharing, communication, and information integrity. The 
SHELO model was developed as a framework for analyzing 
maintenance. It allows categorizing identified problems to 
work out solutions to them. The SHELO model takes 
interactions also without human influence into account. The 
SHELO model has been used successfully to analyze 
individual assets in industrial maintenance. In this paper, the 
SHELO model is used to analyze maintenance problems in a 
fleet. 

Companies have usually a view only to the fleet of assets 
they own. However, a manufacturer or an equipment provider 
has knowledge of their products but the data and information is 
partly fragmented to the customers who have purchased the 
assets. Therefore the equipment provider has rarely access to 
all data of the fleet of assets that they have produced.  Instead 
of just considering assets as a singular objects, considering 
them as a fleet can generate certain benefits, such as fault 
detection, resource optimization, and product or service 
development [4, 5]. Although the benefits have been somehow 
acknowledged, there are issues that hinder the exploitation of 
fleet-wide data. The challenges are mostly related to the 
availability of the data. The data is not shared smoothly 
between companies, but there might be challenges in 
transferring the data inside a single company as well. In order 
to utilize the fleet data to fleet management purposes, the 
challenges related to data sharing need to be identified and 
solved.  
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II. BARRIERS AND BENEFITS OF SHARING DATA 
The basic hypothesis of open data is that more intensive 

and creative use of data can generate new value. The 
information is understood as given, used uncritically, and 
trusted without verification. However, open data could be 
collected or created for other purposes. Open data has potential 
value, but also risks for validity, relevance, and trust. Open 
data is context- and time-dependent. Taken out of context, 
open data loses meaning, relevance and usability. Data 
collection, management, access, and dissemination practises 
have an effect on the quality of data. Data quality is often used 
to mean accuracy, but information quality is a much wider 
concept. [6] 

Janssen [7] have identified a great number of benefits of 
open data. They cluster the benefits in (1) political and social, 
(2) economic, and (3) operational and technical benefits. 
Political and social benefits have been merged because they are 
difficult to separate. E.g. the following benefits are recognized 
as political and social benefits: transparency, more 
participation, creation of trust, access to data, new services, and 
stimulation of knowledge development. Economic benefits are 
economic growth, stimulation of competitiveness, new 
innovations, improvement of processes/products/services, new 
products and services, availability of information, and creation 
of adding value to the economy. Operational and technical 
benefits are reuse of data, creation of new data by combining 
data, validation of data, sustainability of data, and access to 
external problem-solving capacity.  

Barriers to open data have been identified at the 
institutional level, in the task complexity of handling the data, 
the use of open data, participation in the open-data process, 
legislation and information quality, as well as at the technical 
level.  

Institutional barriers are:  

• unclear values (transparency vs. privacy),  

• no policy for publicizing data,  

• no resources, and  

• no process for dealing with user input.  

Task complexity includes:  

• lack of understanding of the potential of data,  

• no access to original data,  

• no explanation of the meaning of data,  

• information quality,  

• duplication of data,  

• no index on data,  

• complex data format and dataset, and  

• no tools for support.  

Barriers in use and participation are:  

• no time,  

• fees for the data,  

• registration to download data,  

• unexpected costs, and  

• lack of knowledge to handle data.  

Legislation barriers are:  

• privacy,  

• security,  

• license and limitations to using data, and  

• agreements.  

 

 

Information problems are:  

• lack of information,  

• lack of accuracy of information,  

• incomplete information,  

• non-valid data,  

• unclear value,  

• too much information,  

• information missing, and  

• similar data stored in different systems yielding 
different results.  

Technical barriers are:  

• data not in a well-defined format,  

• absence of standards,  

• no support,  

• poor architecture of data,  

• no standard software,  

• fragmentation, and  

• no systems for publicizing data. [7]  

The barriers can be naturally grouped in different ways, e.g. 
Saygo and Pardo [8] define barriers according to four 
perspectives: (1) technological, (2) social, organizational, and 
economical, (3) legal and policy barriers, and (4) local context 
and specificity. Barry and Banister [9] divide the barriers to (1) 
economic, (2) technical, (3) cultural, (4) legal, (5) 
administrative, and (6) risk-related barriers.  

More similar kinds of classification can be found in the 
literature under slightly different names. However, the list 
presented by Jansen [7] covers the topic extensively. 

III. RESEARCH DESIGN 
The research methods used in this paper include seven 

interviews for data collection and qualitative means to analyze 
the interview data. As shown in Figure 1, the interview data 
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was collected from 4 different departments of an original 
equipment manufacturer, and from 3 customer companies who 
use the product. These interviews were originally conducted to 
identify and develop the offering of products and services. The 
secondary data answers were interesting, so the authors 
decided to analyze the answers with the SHELO model. 

 

Fig.1. Overview of the fleet of main products/services. 

 

 

Customer 1 uses the products bought from division 1 to 
operate their own equipment. Customer 2 uses equipment and 
services from supplier division 3 to make their own products 
which are sold to a limited number of clients.  Customer 3 has 
a lot of clients to whom they sell the products. All customers 
have also third parties' equipment, which makes the 
maintenance services much more challenging. The clients and 
third party suppliers were not interviewed. Divisions 2 and 4 
sell products mainly to other customers than the ones that were 
interviewed. 

The interviews were semi structured theme interviews. 
Only the divisions and customers inside the red oval shown in 
Figure 1 were interviewed. The answers were coded by using 
the SHELO model elements listed in Table 1. The data was 
thematically analyzed with NVivo version 10 software. The 
interviews and coding were done in Finnish, and the findings 
were translated to English. 

 
 

Table 1. Content of SHELO model elements [3]. 
Element Content 

S -  Software Maintenance procedures  
Installation instructions  
Plans and schedules  
(Automated) algorithms of condition monitoring  
Regulations 
Warranty clauses 
 

H -  Hardware Tools 
Materials 
Objects 
Equipment 
Computers, IoT, Data 
Buildings/ physical infrastructure 
 

E  - Environment Environmental context 
Temperature 
Noise 
Economic environment 
 

L -  Liveware Humans (operators, maintenance technicians, managers, designers, etc.) 
People interactions  
Personal attitude 
Skills and education 
Availability of personnel 
 

O - Organization Organizational structure 
 

It should be noted that software and hardware do not mean the same in the SHELO model as in computer science. These terms 
are used because they were selected for the original SHEL model [10].  

D1

D2

D3

D4

SUPPLIER DIVISIONS

C1

C2

C3

CUSTOMERS CLIENTS

Third parties' 
equipment

Divisions  and  customers  interviewed
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IV. FINDINGS – THE SHELO MODEL IN THE FLEET 
 

Applying the SHELO model in the interview data showed 
that H, H-H, H-L, H-O, L-O, and O-O themes got the most hits 
in the codes. There were no codes in the elements S-S, S-l, and 
E-E. One explanation for this can be in the interview questions, 
which did not ask about instructions, procedures, plans, 
schedules etc. Another explanation is that the persons in the 
interviews were managers or directors, and they do not pay 
attention to these matters. If there had been e.g. mechanics in 
the interviews, these issues would have probably been 
considered. Codes to the categories are presented in table 2, 
e.g. code H means that it is clearly a tool-related issue. Code H-
H means that it is related to both tools and materials, or there 
can be more than one party, e.g. a maintenance service 
provider and a material supplier. 

TABLE I. THE SHELO DIMENSIONS AND NUMBER OF CODES FOR EACH 
CATEGORY. 

  S  H  E  L  0  
S 5 S-

S 
0         

H 33 S-
H 

3 H-
H 

15       

E 2 S-
E 

1 H-
E 

5 E-
E 

0     

L 3 S-
L 

0 H-
L 

46 E-
L 

3 L-
L 

6   

O 2 S-
O 

9 H-
O 

18 E-
O 

4 L-
O 

12 O-
O 

21 

 
Appendix A contains tables 3 – 19. The tables show the 

results that emerged when coding the interview answers to the 
SHELO model concepts. Tables 3 – 19 are in another file, 
which is linked to this document. The data is stored as a pdf 
file (a pdf reader is needed to open the data).  

Appendix A 

 

Findings in categories E, E-L, and E-O 

Tables 3, 4 and 5 present environmental issues and 
possibilities. The most interesting matter in this part is the 
sharing economy and the companies' view that the technology 
is already mature enough. “Technology is available to collect 
big data but standards are missing.”  The sharing economy 
could be developed by adding transparency to data sharing and 
with other activities in a multi-company environment.  “In the 
future transparency can be seen as sharing economy”. The big 
question is how it can be implemented in a multi-company 
environment with a positive attitude.” The regulations of 
maintenance and the missing of standards to share data were 
presented as barriers. “There are barriers for changing 
processes (e.g. in oil industry) because regulations specify the 

time between maintenance. And that’s why health monitoring is 
not realistic to implement.”  

The main benefits or potential of sharing data in 
categories E, E-L, and E-O are: 

• technology 

• transparency,  

• support to decision making 

The main barriers to sharing data in categories E, E-L, and 
E-O are: 

• regulations 

• missing standards 

 

Findings in categories H, H-E, H-H, H-L, and H-O 

 

Tables 6-10 present hardware (tools, materials, computers, 
data, etc.) -related codes. The most hits in codes are in these 
elements, which is natural because computers and data, as well 
as Internet of Things (IoT) belong to this part. The questions in 
the interviews were focused to this kind of topics. The 
management of big data was found to be a problem. “The 
amount of process data is big, it can be used in something else 
than just process control.” Also data from other systems is not 
accurate enough and it is difficult to use. “Data from ERP is 
not accurate enough.” The ownership of data was considered 
important, and when data sharing was needed it was done case 
by case. “The ownership of data is important. The customer 
owns the data and wants to own it in the future.” Clear rules to 
share data do not exist, so a time-consuming way to share data 
was used. The process to decide when to share data is not 
defined in companies. Despite the problems in sharing data, the 
advantages were understood: new business models, cost 
savings, the advantages of big data, remote control, better 
maintenance services, support to decision making, 
development of automation systems, and combined data from 
different systems. “Better data management helps in decision 
making and in maintaining.” Also clear fleet thinking was 
noticed: “In health monitoring the decisions are made based 
on one equipment. There is potential to analyze the changes by 
comparing the whole group of the same kind of equipment.” 
Even inside the same company there were problems in sharing 
data. “Reports in the service business are not shared in 
divisions. Every division has its own reports, and service data 
is not easy to share.” Also the basic idea of data sharing was 
missing: “The barriers to share data are lack of knowledge 
and insufficient grounds of value added by sharing data. The 
win-win situation is not understood.” 

The main benefits or potential of sharing data in 
categories H, H-E, H-H, H-L, and H-O are: 

• transparency enables new business 

• IoT will help data sharing 

• data sharing potential is known 
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The main barriers to share data in categories H, H-E, H-H, 
H-L, and H-O are: 

• the ownership of data 

• data quality 

• technical problems in data collection 

• defining which data is difficult to monitor 

• data architecture 

• the amount of big data 

• data facilitator missing 

• lack of knowledge, win-win not understood 

 

Findings in categories L, L-L, and L-O 

 

In tables 11 – 13 there are L findings, which are related to 
interaction between people or their attitudes and skills. Most of 
the findings concern developing a new way to do something. 
"At first systems and tools were sold as a product, but then IoT 
made it possible to sell them as a service. The demand 
increased a lot.” “There is need to consider the value of 
service to the customer. Different data from divisions can be 
combined and new services can be offered.” There are 
proposals to change something or to do something in a new 
way, and people may need new skills to use the new methods. 
E.g. in a fleet, comparing all ships together may give an 
interesting perspective to comparing maintenance data and 
details. “In the fleet the customer wants to compare all ships. 
Of course there is a challenge when the ships are of different 
ages. With new ships it is possible to compare different details 
between the ships.” “To compare many customers’ ships is 
interesting. Especially operation data and maintenance data 
are interesting things.” 

The main benefits or potential of sharing data in 
categories L, L-L, and L-O are: 

• IoT makes it possible to sell better services 

• combining data from different systems 

• big data makes it possible to compare the customer’s 
equipment at the same time (fleet) 

The main barriers to sharing data in categories L, L-L, and 
L-O are: 

• limitation of ERP systems 

• rules are not clear in the offerings 

• co-operation with other division is difficult when the 
work load is heavy 

• big data is shared with divisions only case by case 

 

 

 

Findings in categories O, and O-O 

 

Organizational findings are presented in tables 14 and 15. 
The main findings are related to sharing economy, risk and 
revenue sharing, new ecosystems, and new earning models. “In 
the future open data can be seen as a ‘sharing economy’, 
which will have a positive effect on the relationships between 
companies and service networks.” The findings can create new 
business models if they can be implemented in business. Data 
sharing can be developed, and it will help improve the whole 
fleet actions, or at least help service providers create new 
services to the fleet e.g. in the decision support process and 
data analysis. “It is important to understand that the whole 
network influences the customer, not only the actions of the 
first or last company in the network.” “Clients want both 
support for decision making and data analysis to be used in 
decision making.” 

The main benefits or potential of sharing data in 
categories O, and O-O are: 

• discussion with clients is possible at many levels 

• clients want support for decision making and data 
analysis, which can be done only by sharing data 

The main barriers to sharing data in categories O, and O-O 
are: 

• support to handle third parties' equipment is missing 

• the process of contacting the “right person” is not 
working 

• clients want to invest once but are not willing to pay 
for monthly services 

 

Findings in categories S, S-E, S-H, and S-O 

 

The findings presented in tables 16 – 19 related to 
procedures, instructions, regulations, etc. did not have many 
hits in codes because people in the interviews were at a high 
level in hierarchy. “The regulations will be tighter and more 
accurate than now, and that will set up new demands for data 
collection and presentation of data.” An interesting finding 
was that those companies that shared emission data openly 
were willing to accept tighter and more accurate regulations in 
emission. Their products are probably more eco-friendly than 
those of others. “The clients in this business are interested in 
environmental issues. Some clients are ready to open data, and 
more openness is wanted.” Another interesting finding was 
that in the interviewed companies it was understood that new 
business models need new kinds of responsibility. New 
business is based on data sharing and new services, which need 
attention to collaboration and trust in business partners. “Rules 
must have been agreed on with partners beforehand.” 

 

The main benefits or potential of sharing data in 
categories S, S-E, S-H and S-O are: 
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• eco-friendly solutions 

• new business models can be created 

The main barriers to sharing data in categories S, S-E, S-H 
and S-O are: 

• it is challenging to optimize a large fleet instead of 
one asset 

• regulations and laws are unclear/local 

• suspicion that someone will understand the data better 
and use it for their own purposes when data is openly shared 

V. CONCLUSIONS AND FUTURE WORK 

This paper shows that the SHELO model could be used to 
analyze the problems in data and information management, as 
well as data sharing problems in asset management at the fleet 
level. The identified problems could be categorized for further 
analysis to classified problem areas and for identifying 
solutions. Problems in information management could be 
identified by analyzing the interview data with categories 
contained in the SHELO model.  

Data sharing has a good potential in fleet management. 
Clients want both support for decision making and data 
analysis to be used in decision making. E.g. a fault situation 
causes a lot of problems for the company and its clients. It 
would be beneficial to know beforehand when the equipment 
could have problems, so that the client could be informed. The 
results of the study showed that data is shared with the 
maintenance staff but not with the customer, and also 
combinations of data from different data sources are not used 
properly. Better data management would help in decision 
making and maintaining. Customers will give out data when 
the services are important to them. However, there are barriers 
to data sharing:  

• Lack of knowledge and insufficient ground of value 
added by sharing data. The win-win situation in fleet 
management is not understood. 

• Data is shared only case by case when needed. 

• Every division has its own reports and service data is 
not easy to share. 

• Data contains confidential information which it is not 
allowed to share. 

Now data is shared and combined only case by case when 
needed. The ownership of data is important. The customer 
owns the data and wants to own it in the future. Complexity is 
growing and it is difficult to notice important data 
automatically in the very large amount of collected data. Rules 
to sharing and combining data are missing even though the 
advantages of data sharing can be seen.  

In the future, open data can be seen as a “sharing economy” 
which will work positively between companies and fleet 
service networks. Transparency in data sharing will enable new 
business models. New ecosystems are spoken of but when 
creating a new ecosystem, there is a need for a lot of dialog 
with different parties. New models can be based on data 

sharing, and that is why more responsibility is needed. If “risk 
and revenue sharing” is the target, also the supplier needs to 
give more and take more risks and responsibility in order to co-
operate. Customers are more interested in environmental issues 
than before. Some customers are ready for open data, and more 
openness is wanted. 

 The maintenance playground is fragmented, it has a large 
number of actors, and they have their own systems which do 
not work together. The different systems hinder companies’ 
possibilities and motivation to define a common platform. So 
far there is no evidence that a common platform could be 
implemented in the near future. Transferring into platform-
based business where data sharing is of major importance 
would be a fundamental change for many industrial companies 
operating with traditional business models. Most companies 
have been cautious in adopting practices that would take them 
towards a common, inter-organizational platform. However, 
the real value of fleet management lies in integrating and 
analyzing data of various assets, although comparing assets of 
different ages is not always straightforward. In contract 
business there is also third parties' equipment, and this 
equipment needs a support network. On the network level, 
standardized ways of action are needed. A new research area 
would be to coordinate subcontractors and clients to create a 
new solution or a pilot to define new rules to sharing data. 

A limitation of this research was that only divisions and 
some of their main customers were interviewed. This was 
because the interviewed parties had a part in a fleet project.  

Future research is needed to widen the investigation to find 
out what clients and third party equipment suppliers need to be 
able to share data or use shared data. More research is needed 
to investigate the root causes to solve the problems found in 
this research and to create new methods to develop 
collaboration and data sharing rules in fleets. 
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Appendix A 
 
The elements of the SHELO model are (shown in Table 1): 

• S Software: Maintenance procedures, Installation instructions, Plans and schedules , Automated algorithms of 
condition monitoring, Regulations, Warranty clauses 

• H Hardware: Tools, Materials, Objects, Equipment, Computers, Internet of Things (IoT) Data building/ 
Physical infrastructure 

• E Environment: Environmental context, Temperature, Noise, Economic environment 
• L Liveware: Humans (operators, maintenance technicians, managers, designers, etc.), People interactions, 

Personal attitude, Skills and education, Availability of personnel 
• O Organisation: Organisational structure 

Codes C1, C2, C3, D1, D2, D3 and D4 used in the tables below are shown in figure1. D stand for the divisions and C for the 
customers interviewed. 
The following tables 3 – 19 show the results that emerged when coding the interview answers to SHELO model concepts. 
 
Table 3. E findings. 
 

E 
The electrical network is a main issue in maintenance. If there is no electricity, there is no action. C1 
Need for international standardisation in protective relay. C1 

 
Table 1. E-L findings. 
 

E-L 
The division has a lot of substance know-how and industry-specific selection of products which offer added 
value to customers. D2 

Service orientation is essential to fulfil customers’ needs. Complex services be developed with IoT. D2 
There is a need for studying the customer value of services. There is a need to make better services together 
with other divisions. D2 

 
Table 2. E-O findings. 
 

E-O 

The revolution of industry was seen as a risk in business. Product 1 sells well but product 2 not so well. 
Maintenance in product line 1 is at maximal level (usability). In product line 2 more risks can be taken in 
maintenance. C1 
In the future, transparency can be seen as “sharing economy”. The big question is how it can be 
implemented in a multi-company environment with a positive attitude. C2 
There are barriers for changing processes (e.g. in oil industry) because regulations specify the time between 
maintenance actions. That is why it is not realistic to implement health monitoring. D2 

The technology is available to collect big data but standards are missing. D2 
 
Table 3. H findings. 
 

H 
Data from the process is of good quality, and possible problems arise usually with data produced by measuring 
equipment. C1 

The amount of process data is big, and it can be used in something else than just process control. C1 
There is enough data but the problem is that the data from ERP is not accurate enough. There can be errors in 
feeding information to the computer and exploiting it can be difficult. C1 

The potential of big data potential is interesting, as well as knowing the risks. C1 
Interruptions in production or minor errors cost different amounts, so it is difficult to calculate the potential of 
savings. C1 

The ownership of data is important. The client owns the data and wants to own it in the future. C1 
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Sensors as the way of measurements are considered in order to find out new services in the future. Today there 
are phenomena which are impossible to measure with the present sensor, but there is potential to create 
something new based on this in the future. C2 

CBM enables performing maintenance when the machines are not used, so it saves costs because extra stops are not 
needed. C2 
It is difficult to evaluate how much of the improvement can be calculated to ICT / IoT and process developing 
when they are done concurrently. C2 

IoT solutions should made for critical equipment because there is most potential for development. C2 
Complexity is growing and it is difficult to notice important data automatically from very large amount of collected 
data. C2 
The problem in IoT is to create a model in which data can be analysed and give right instructions as well as guide 
human actions to the right direction. C2 

Transparency in data sharing enables new business models. C2 
The more aware the client is, the more data he/she will demand. The rights of the data user need to be defined. C2 

“Our data, our equipment”. C2 
Big data and ICT possibilities are only partly known, but how can advantage from big data be taken, is the question. 
The amount of big data is huge and it is used on quite a low level. The target is to prevent failure situations by doing 
wise data management. C3 

Faulty connections must be found quickly to help the operator and assembler in maintenance. C3 
Maintenance has been time-based but now it is wanted to be changed to condition-based. If the system tells what 
needs to be done and in which order, this can prevent extra work and save costs. C3 
The service plan is based on existing technology and know-how. The business view is essential when 
developing new service products, production is more important than one client's need. D1 
Our services are connected to installed equipment. The focus is on maximizing the life time of 
equipment. D1 

Service developing is continuing improvements and iteration. D1 
The distance to the client makes services difficult to manage. D1 
Service descriptions help manage services. Service descriptions should not be work instructions but general 
level descriptions. D1 

Remote control is in focus to get enough data to offer services to clients. D1 
It is a problem that there is no data available of maintenance actions made in the past and what the condition of 
the equipment is now. D1 

Online data is not yet in use but measurement data can help recognize the need for maintenance, and as 
well as point out the benefits of maintenance services. D1 
When service contracts are based on the condition and in next step on data, then right services are available at 
the right time. D1 
In data-based maintenance predictable and price models are challenges. Costs should be minimized but remote 
control costs a lot. D1 

Defining monitoring data is difficult. D1 
Putting data to a database should happen only once and the data should also be pre-selected in order to minimize 
mistakes. D1 

Is there untapped potential available? They can be noticed by using databases. D1 
New services have been developed: remote support and control, condition monitoring, health check, life cycle 
assessment. D4 
A lot of technical solutions exist, but the architecture of the data and the service portfolio are difficult to solve. D4 
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Table 4. H-E findings. 
 

H - E 
Process data is not collected by relays. C1 
Health data of relays is collected and used. C1 
In health monitoring the decisions are made based on one equipment. There is potential to analyse the changes 
comparing the whole group of same kind of equipment. C1 
How about intelligence relays? The data collection could be done by separate equipment, not by relay. C1 

It must be possible to integrate the new solutions with all the manufacturer's equipment. C2 
 
Table 5. H-H findings. 
 

H - H 
Relays do not collect data from equipment, they protect. Only faults are monitored online. C1 
It is not known what data it is possible to collect from new relays. The data when the relay needs 
maintenance and fault history are needed. C1 

There is no link between maintenance databases and automation systems. C1 
History data is now used only for troubleshooting, but there is potential to forecast the need of maintenance 
and to use databases better, as well as to use life-cycle data. C1 

Better data management helps in decision making and maintaining. C1 
Health monitoring and measurement data are not used enough. Faults could be minimized by improving this. C1 

Developing processes and automation systems can be seen as a possibility to develop data management. Now data is 
collected time-based online. C1 
Different data in different databases are seen as a challenge or as a barrier. In the future the target is to use the data 
better than it is done at the moment. C1 

Faults caused by relays are not recorded, more faults are caused by breakdowns in the power-distribution network. C1 

Data is formatted “badly”, it is on paper or difficult to automate in some other way. Manual data is difficult to 
use. D1 

It is difficult to define which data to collect. D1 
Integrated systems record data but not enough. It is impossible to see trends from insufficient data. D1 
The amount of data can be very big. Only KPI data is analysed and the whole data is checked if needed when 
problems are noticed. D2 

Integration is a challenge. How can all needed data be collected through one cable and then used? D3 
Data transmission connection is used. The supplier monitors the equipment delivered to the customer. When the 
supplier noticed a fault in the equipment it is possible to inform the customer about this fault and give instructions for 
how to deal with it. D2 

 
Table 6. H-L findings. 
 

H – L 
The biggest problem is the quality of the data in ERP systems because people can make mistakes when inputting 
data. C1 
Faults are not recorded statistically, but the staff notices when equipment has broken more often than before. C1 

The company has strategic-level support decision tools, but it expects that the service provider will offer tools for the 
operational level. C3 
Relays have been “stupid” before but now real-time data is much more available. Relays should be used much more. 
C3 

Data analysis and decision support are needed, as well as traffic lights to observations from data. C3 
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The company collects data and understands what is needed. The supplier should have connections to analyse data 
and give support for decision making. C3 
A lot of data is available but the company does not want to give the role of the data manager to anyone else, even 
though support is needed to analyse big data. C3 
Fault situations cause a lot of problems to the company and the company’s clients. It would be better to know 
beforehand when the equipment might have problems, so that the client could be informed. C3 
Relays are quite reliable but more analysis is needed for wider fault management in the network – what can the relay 
tell about the whole environment? C3 

There is need to discuss not only relays but the whole automation system. C3 
It is urgent to locate the faulty equipment and what exactly is broken. C3 
In the underground cable network the relay could discover changes in the cable. C3 
Relays could create data for maintenance staff, e.g. work order. C3 
More automation – decision support proposals to the maintenance staff. C3 
Customer needs are important but not all wishes can be fulfilled. Technical skills and own knowledge can limit this. 
D1 
Data sharing has good potential. Now data is shared with the maintenance staff but not with the 
customer, and also combinations of data from different data sources are not properly used. D1 

Online data is not available but it can be organised in an emergency. D1 
Online data would offer other information but the customer does not have online data systems. D1 
If fault data is available, it can be used to offer better services even when no errors occur, as well as new products to 
customers. D1 
A wider perspective with different equipment. Is it possible to use only one database or are more databases needed? 
Is the combined database information too general and are there enough details? Is the information useful still? D1 

How can the supplier be seen united from the customer perspective? Service based on data is challenging. The 
united system should be created step by step and internal services should be defined first. D1 

There is potential to use better data created by equipment, at least in locating errors and doing maintenance 
actions faster. D1 
From the customer point of view, the supplier services look different than from the supplier's view. The solution is a 
standardized service process. D1 

Standardization of products helps also in the phase of call for bids and it standardizes offers for sale. D1 
One department has know-how to model networks, but that is not put to use in maintenance. D2 
IoT enables doing things more effectively, and more complex tasks can be done. Changes in the service concept and 
new services are needed. D2 

Software and services to the core business of the customer are available. D2 
The customer must realise the value of sharing data. The supplier does not want to get data in its own cloud 
computing, but services to data can be organised in customer servers. D2 
There is potential to combine online data with process data, visualize data, store data, combine relevant data and 
define what is essential. D2 

IoT enables better services to customers and makes remote control possible. D2 
The demo environment makes it possible to simulate many different situations which are not possible in a real 
environment. D2 
The suppliers’ product groups have different variations and it is difficult to offer the same services to all the products 
the customer has bought. D3 
Data is collected, and support to optimize the energy consumption is given. Also remote support, fault diagnosis, 
and health monitoring are possible because the equipment is “intelligent”. D3 
It is a challenge to sell data-based services because customers are used to getting also maintenance staff at the same 
time. D3 
It is easy to share data which is collected by equipment, also analysis and reports to the customer are quite normal 
actions. The challenge is influencing the customer’s decision making with the analysed data. D3 
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Data is used to find out what has been broken but there is need to prevent breakdowns by predicting. D3 
Predictability is interesting to the customer because they can do maintenance actions when it is possible to do them in 
the right time. D3 

Customers give data when the services are important to them. D3 
Fleet data gives potential to process optimisation, energy optimisation and coping with quality problems. D3 

Lack of technical data makes responses to the customer slow. D3 
A demand for a monopoly of data is a challenge. The customer does not understand the potential of new services 
based on data sharing. D3 

IoT gives more possibilities to offer new services to the customer even when they buy only products. D3 
Divisions share their own data quite openly with other divisions because it has been understood that this helps to 
develop new products and services. D3 
Some customers do not want to give the location of the equipment and health data. Also cloud computing is 
denied. D3 
The barriers to sharing data are lack of knowledge and insufficient ground of value added by sharing data. The 
win-win situation is not understood. D3 
Customers are not willing to share data because they think that the supplier will want to make the maintenance 
their own business. D3 

 
Table 7. H-O findings. 
 

H - O 
Relay life cycle only 5-10 years, not worth collecting data. C1 
The client owns the data and wants to own it in the future. C1 
Intelligent relays may add value, but client does not want to pay more than now. C1 
Health monitoring data and operation time data could be given to a selected partner. Data supports planning 
services better. C1 
Health monitoring data could be analysed better by the supplier than what could be done in-house. Analysis 
service is not used now. C1 
Data could be shared case by case. Production quality and product recipe data are not allowed to be shared. 
C1 

With strategic partners data could be shared more in order to do better analysis. C1 
IoT offers possibilities to optimize. How can we offer new services to our client to increase efficiency? C2 
Can IoT generate new business? Are the clients satisfied with the results? C2 
An aware client will need more data. C2 
Who owns the data? C2 
The data contains also customers’ identification data and it is not allowed to share that. Other data can be 
shared if the advantages of sharing are clear as crystal. C3 
In service business there is a common problem with a lot of “working hands”. So there is a lot of variables. 
Product management is easier. D1 
The customer is not an expert of the equipment, and they are only interested in the equipment when the devices do not 
work. D1 
Support to the customer is given in planning maintenance and maximising the life cycle. Customers are not ready to 
invest in new products. D1 
Is the data analysis done in order to develop the supplier’s own business and processes or to create added value 
to customers? D1 
Reports in service business are not shared in divisions. Every division has its own reports, and service data is not 
easy to share. D3 

Remote service has developed extremely well. D4 
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Table 8. L findings. 
 

L 
At first systems and tools were sold as a product, but then IoT made it possible to sell them as a service. The demand 
increased a lot. D2 
There is need to consider the value of service to the customer. Different data from divisions can be combined 
and new services can be offered. D2 
In the spare part database, only the own country can be seen, but the division has spare parts in many countries, and 
the balance of those spare parts cannot be seen. D3 

 
 
Table 9. L-L findings. 
 

L - L 
There is need to get suitable skills to be used in fault situations. D1 
There are service contracts which include offerings of different divisions. Developing tools is an issue. ERP 
systems do not support this. D1 

Clear rules for supplying know-how in common offerings. D1 
Training is needed when business is transferred to data-based services. D1 
Common offerings with other divisions are difficult when the work load is heavy. D1 
The model of working is changing, which can be seen as a good thing and as a sign of development. D4 

 
Table 10. L-O findings. 
 

L - O 
The client view is sometimes missing. If data collection and operations with critical components are in order, the 
other equipment maintenance can be organised as time-based. C2 
Information is not used to plan marketing. “The data is this and it shows that a sales person is needed to visit the 
client”. C2 

A sales person need tools based on data to find out the client’s need. C2 
An example: “At first we sold systems and tools as products. Then we offered tools as a service and the demand 
increased a lot when we learned to offer our own know-how and tools as a service.” D2 
Predictability interests the customer because they can schedule maintenance actions when the ship is in the harbour. 
D2 
Service data reports are not transferred to other divisions. Every division has their own reports and documents 
and it is a challenge to transfer the service data reports. D3 
There is available data and service to the customer on how to operate the equipment, but the customer decides how to 
use the data. Also analysis and data visualization services are available. D3 
Automation could be added and even replace humans in condition monitoring because humans make errors. With 
data and sophisticated mathematics this could be done better than humans can do. D3 
Big data is not shared with divisions, but the advantages of sharing data is obvious. Now data is shared and 
combined only case by case when needed. D3 

In motors different components can be compared with the customer’s fleet. D3 
In the fleet the customer wants to compare all ships. Of course there is a challenge when the ships are of different ages. 
With new ships it is possible to compare different details between the ships. D3 
To compare many customers’ ships is interesting. Especially operation data and maintenance data are interesting 
things. D3 
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Table 11. O findings. 
 

O 
In asset management strategy the target is to maximize the life cycle of the equipment and to get as much as 
possible profit with it. C1 
It is urgent to create and develop ways to support third parties' actions and to charge for those services. C2 

 
Table 12. O-O findings. 
 

O – O 
Special know-how is bought from outside the company when own knowledge is not enough or there is not enough 
resources available in the own company. C1 
We do not have a contract of maintenance with the supplier but material and technical support is bought when needed. 
C1 
Co-operation with the supplier of the equipment is smooth, and data collected by the supplier is tried to be used e.g. to 
find out what the equipment life cycle is. C1 
Discussions with clients take place at many levels. In the supplier's view it is important to get right 
information to right people in the whole fleet at the same time. C2 
When dealing with a maintenance contract to a whole power plant, it is important to build support for third parties' 
equipment and services. C2 

At the moment people know somebody who to contact if problems appear. For example, it is impossible to find the 
right contact with the subcontractor. There is a lot of potential to consolidate the processes. C2 
The client informs the subcontractor directly, the supplier does not know anything, and everything is mixed up. 
C2 
In the future open data can be seen as a “sharing economy”, which will have a positive effect on the 
relationships between companies and service networks. C2 
It is important to understand that the whole network influences the customer, not only the actions of the first or last 
company in the network. C2 
Solutions must be developed with the possibility to integrate them to other systems (customers’ or other suppliers’ 
platforms). Integration and openness must be considered. C2 
The maintenance playground is fragmented and it has hundreds of doers who have their own systems which do not 
work together. It is impossible to define a common platform. There is no evidence that a common platform will 
appear. C2 

When you analyse data and you need more data from other sources, you need to convince the other parties about 
getting added value for giving the data. C2 
New ecosystems are spoken of, but when creating a new ecosystem, a lot of dialog with different parties is 
needed. C2 
There is not much discussion on what the client demands and needs are. Divisions develop products and solutions 
separately. C2 
It would be ideal if the coordinator could get the subcontractors and clients together to create a new solution or a 
pilot. C2 
New models need more responsibility. If “risk and revenue sharing” is the target, also the supplier needs to give 
more and take more risk and responsibility in order to get the client to come in. C2 
The supplier cannot lock itself to the business model in use. Some clients want to try new models and some want to 
change the action only when forced. The ability to offer services to different environments is needed. C2 

The supplier wants to sell a product, while the client wants to get solutions. The client has bought products 
and solutions from many companies, and more effective integration is needed. C2 

Clients want both support for decision making and data analysis to be used in decision making. C2 
The clients expect sophisticated solutions found in the world which are not yet used in Finland. C2 
Customers are used to investing a lot of money once but they are not familiar with monthly payments for services. D1 



 

ISBN 978-91-7583-841-0   163 

 
Table 13. S findings. 
 

S 
The regulations and laws are unclear. Is continuous measurement of emissions needed in the marine? C2 
Regulations in the marine are local. Global emission measurement is not used as widely as local. e.g. on the Baltic 
sea. C2 
The regulations will be tighter and more accurate than now, and that will set up new demands for data 
collection and presentation of data. C2 
The supplier has more eco-friendly solutions than others, and from their point of view tighter regulations are not a bad 
thing. C2 

Rules must have been agreed on with partners beforehand. C2 
 
Table 14. S-E findings. 
 

 
 
Table 15. S-H findings. 
 

S - H 
It is a challenge to optimize 60 ships instead of one ship. How can we optimize the whole fleet? Some solutions 
are available, but tools to optimize the whole fleet are not available. C2 
As a part of sustainable development quality, recycling and eco-friendly working make it possible to develop 
new sources of energy. C3 

The processes and practices are changing. Especially when trying to achieve big advantages, the processes 
could be caught in a circle of change. D2 

 
Table 16. S-O findings. 
 

S - O 
The clients in this business are interested in environmental issues. Some clients are ready to open data, 
and more openness is wanted. C2 
In contract business there is also third parties' equipment, and this equipment needs a support network. On the network 
level, standardised ways of action are needed. C2 

One common platform is not realistic, because companies have different systems. C2 
Optimistically, if there is no direct competition between the parties, it is possible to open data and find out new 
opportunities. C2 
Creating new ecosystems needs a new view to look at co-operation and a lot of dialog between the 
parties. C2 
Many doers are afraid that someone else will have more understanding, and that will prevent the sharing of data. C2 

Finding an outside facilitator whom everyone trusts could be challenging. Maybe the client can take the role and 
manage the whole. C2 
Covering data and not sharing it can cause a situation where an outside doer takes charge of the whole 
business, doing it in a new way and possibly without using the covered data. C2 

New models mean more responsibility. C2 
  

S -E 
 Preparations for massive faults in the power distribution network must be organised because the regulations 

require it. C3 
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Abstract—As companies have recently gotten more interested in 
utilizing the increasingly gathered data and realizing the potential 
of data analysis, the ability to upgrade data into value for business 
has been recognized as an advantage. Companies gain competitive 
advantage if they are able to benefit from the fleet data that is 
produced both in and outside the boundaries of the company. 
Benefits of fleet management are based on the possibility to have 
access to the massive amounts of asset data that can then be 
utilized e.g. to gain cost savings and to develop products and 
services. The ambition of the companies is to create value from 
fleet data but this requires that different actors in ecosystem are 
working together for a common goal – to get the most value out of 
fleet data for the ecosystem. In order that this could be possible, we 
need a framework to meet the requirements of the fleet life- cycle 
data utilization. This means that the different actors in the 
ecosystem need to understand their role in the fleet data refining 
process in order to promote the value creation from fleet data. The 
objective of this paper is to develop a framework for knowledge 
management in order to create value from fleet data in ecosystems. 
As a result, we present a conceptual framework which helps 
companies to develop their asset management practices related to 
the fleet of assets. 
 
Keywords—fleet data, ecosystem, framework, value, data refining, 
asset management 
 

I. INTRODUCTION 
Assets produced by an original equipment manufacturer 

(OEM) are often distributed to many customers and different 
locations. From the manufacturer’s point of view the products or 
assets of fleet are often scattered to wide range of companies. 
Thus, the data related to fleet of assets are fragmented in an 
industrial ecosystem where e.g. a manufacturer has product data, 
an asset owner has process data and a service provider has the 
service data related to a certain fleet of assets. This fragmented 
data concerning the fleet is hindering the full exploitation of fleet 
data in the decision making and also in the service development. 

Recently, the aim among industries has been to develop data 
processes in order to benefit from collected data in asset 
management decision making. Manufacturers are also willing to 
increasingly provide knowledge-based services alongside the 
products. Technologies have partly facilitated this movement but 
there are still challenges especially related to data sharing 
between companies in industrial network but the challenge is 
also to share data effectively even inside an organization. As the 
fleet  of  assets  and  the  data  related  to  the  assets  are  often

fragmented in different companies no one has the access to all the 
data concerning the fleet. In order to be able to generate fleet data 
based services these challenges need to be considered. The 
literature presents general frameworks to upgrade data into 
knowledge but they are lacking the perspective of company 
networks or ecosystems combined with the fleet management 
point of view. Therefore, there is a need for a framework which 
combines data refining process with ecosystem and fleet 
management perspectives. Thus, the purpose of this paper is to 
develop and illustrate the role of ecosystem when creating value 
from fleet data. The aim of this paper can be concluded into the 
following research question: 

How can the process from fleet data to decisions in an 
ecosystem be illustrated? 

Research question is answered by developing framework to 
meet the requirements of fleet data utilization in order that the 
value creation in ecosystem could be possible. By reviewing 
literature it has been acknowledged that the traditional knowledge 
management frameworks do not consider the development of 
modern ecosystem concept and the special characteristics of fleet 
data management. Thus, the research is conducted by developing 
analytically the existing data management and knowledge 
management frameworks. As a result a conceptual framework is 
developed and the results are discussed. 

 

II. LITERATURE 
 
A. Ecosystems in Literature 

The developments in business environments are resulting in 
companies and other organizations networking in increasing pace. 
As the significance of networking has increased, companies are 
trying to develop powerful partnerships in order to fare in the 
competition between networks. This increased interest in the 
subject can be noticed from the plentiful and multifaceted 
research conducted in the field. The subject is discussed with 
different terms such as industrial networks and value chains that 
often appear in the literature. In addition, the term of ecosystem 
has been used in business context as well as by several authors [1–
5]. 

The term of ecosystem is used to represent the network and 
especially to highlight the interdependencies between network 
partners in order to achieve mutual effectiveness and survival
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[6]. The term ecosystem is also utilized to symbolize the 
sustainability and sustainable development aspects that are 
aimed in ecosystem level cooperation [1, 7]. There are different 
kinds of views to determine ecosystems and for example the 
terms of business ecosystem, industrial ecosystem, innovation 
ecosystem, and information technology (IT) ecosystem or digital 
ecosystem are presented in the literature. Peltoniemi and Vuori 
[8] have reviewed the different views of ecosystem in detail. For 
instance Moore [9] defines the business ecosystem as “an 
economic community supported by a foundation of interacting 
organizations and individuals – the organisms of the business 
world”. IT ecosystem or digital ecosystem is founded on a 
platform where data and applications create the basis for the 
value creation in the ecosystem [10]. Industrial ecosystem can be 
defined as “a regional collection of industrial actors that 
cooperate in each other’s waste material and waste energy 
utilization” [4]. Therefore industrial ecosystem can be regarded 
as an environmental ecosystem with the circle of material, 
energy and information. Despite the accurate term, the 
ecosystem can be concluded to refer to an interconnected 
population of organizations which can be small companies, large 
corporations, universities, research centers, public sector 
organizations, and other actors who influence the system [8]. 

As the definition for the ecosystem does not appear to be 
fully unambiguous and none of the definitions meets the 
requirements that we have when considering the ecosystem in 
the fleet context, we are regarding the ecosystem as the 
combination of three different ecosystem concepts: business 
ecosystem, IT ecosystem, and industrial ecosystem. In the Figure 
1 the relation between these three definitions is presented. We 
define the value ecosystem around the fleet to contain the 
properties of business ecosystem, such as strong 
interdependencies between the actors of ecosystem and the aim 
of mutual value creation. The concept of industrial ecosystem 
highlights the importance of sustainability aspects which are 
significant as well for the fleet value ecosystem. The 
sustainability refers to the point that the ecosystem functions in a 
way where each actor is benefitting and no one’s position in the 
ecosystem is indefensible. As the fleet data is the starting point 
for the value ecosystem around the fleet, the features of IT 
ecosystem, such as data and platform-centered approaches, are 
essential. Consequently, we define the value ecosystem around 
the fleet to be a combination of three subsystems including 
features of business ecosystem, IT ecosystem and industrial 
ecosystem. The ecosystem is formed around the fleet and basing 
on fleet data platform or corresponding information technology 
solutions. With the aid of information technological solutions a 
group of interconnected organizations are benefitting from fleet 
data and creating value in a sustainable way.

 

 
Fig. 1. The concept of value ecosystem around the fleet as a 

combination of different definitions of ecosystem. 

Ecosystem around the fleet is formed by several different 
actors which have different roles in the ecosystem interaction. 
Companies in the ecosystem may have roles such as equipment 
provider, customer or asset owner, and various service providers 
who all have certain relation to the fleet of assets and are involved 
in the fleet data based value creation. Especially, when it is a 
question about data refining in the ecosystem, the role of IT 
service providers is emphasized. Different actors in ecosystem are 
complementing the whole ecosystem and they have their role in 
the data refining process in order to create value from fleet data. 
The aim of value ecosystem around the fleet is the value creation 
for the whole ecosystem. The functionality of ecosystem is based 
on mutual trust and benefitting all the actors of ecosystem [11]. 
However, this characterization is representing the ideal 
ecosystem, and the common value creation and benefitting all the 
actors in ecosystem are more like the ambition than reality. There 
is still plenty to do before this kind of ecosystem could function as 
it is supposed and before the companies can create value for 
ecosystem around a fleet. 

In order to get closer to the ambition state, the first step is to 
understand the roles of actors in ecosystem around a fleet. As the 
ecosystems and their interdependencies are often complex, this 
sets requirements for data acquisition and data sharing as well as 
for upgrading the data into valuable business knowledge for 
decision makers. These issues become relevant if companies in 
the ecosystems are willing to benefit from fleet-wide data and as 
the data can be owned by different companies they need to 
understand their role in the fleet data refining process. Figure 2 is 
presenting simply the roles of ecosystem actors in fleet data 
generation. .

 
 

 

ECOSYSTEM 
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Fig. 2. Ecosystem around the fleet - the impact of ecosystem actors on fleet data. 

 
 
B. Information and Knowledge Management Models for 

Ecosystems to Manage Fleet Data 
In the literature, general models for data management and 

data refining process are presented often in the fields of 
information and knowledge management research. General 
models and frameworks for knowledge management are 
presented by noted researches e.g. Nonaka and Takeuchi [12] as 
well as Davenport and Prusak [13]. When considering the 
process from data to knowledge the classifications for the data 
refining levels, also known as knowledge hierarchy, often 
appears in literature [14]. Knowledge hierarchy divides the 
levels of data, information, knowledge and wisdom. Data is 
regarded as unprocessed data or symbols, information is 
regarded as processed data that can be used, knowledge is 
refined from data and information, and wisdom refers to 
understanding. This kind of classification is essential when 
discussing the data to decision process. 

Although the literature presents a large amount of models 
and frameworks for information and knowledge  management,

 

there is still a need for more specific frameworks in different 
business contexts and different levels of business. In other words, 
there are needs for the models for information management 
related to just a certain process, for the models related to 
information management at organizational level, and when the 
business networks and ecosystems are increasing, there is a need 
also for ecosystem level information models. Within the research 
program Service Solutions for Fleet management [15] researchers 
such as Kunttu et al. [16] have applied the data models to the 
knowledge-intensive service development by creating a 
framework (Figure 3) for information management in a single 
firm case. They present the framework for data-to-decision where 
the manufacturer manages the information flows from external 
and internal sources. The framework consists of six phases: data 
collection, data pre- treatment, descriptive data analysis, data 
modelling, soft and hard data combination and the comparison of 
decision options. The sequential phases result in the various levels 
of understanding to make the data useful for decision-making i.e. 
data, information, knowledge and wisdom [16]. 
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Fig. 3. Framework for information management and the relationship of data, information, knowledge and wisdom [16]. 

When starting to develop the framework for fleet data 
management at ecosystem level, the data-to-decision framework 
presented by Kunttu et al. [16] is a good starting point. The 
framework presented by Kunttu et al. [16] illustrates the data 
refining process from data to decisions and the framework 
functions as a tool to develop knowledge-intensive services. 
However, the framework considers that the process is handled by 
a single company but it does not consider that the process from 
data to decisions is not always mastered by a single company. 
The process from data collection to decision making may be 
affected by several companies in ecosystem. Especially, when 
we are considering fleet-wide data, even the phase of data 
collection is executed by multiple companies as was presented in 
figure 2. In addition, data pre-treatment and other data 
processing is often provided by information service providers. 
Another important aspect which is related to the ecosystem view 
is the value creation through data refining process. There is a 
need to clarify the roles of companies in the ecosystem around 
the fleet when creating value from fleet-wide data. Thus, who is 
benefitting or should we maximize the value for the whole 
ecosystem? The understanding of the roles in ecosystem is a step 
forward to create new business as well as sharing benefits and 
risks in ecosystems. Framework (figure 3) could be developed 
further in a way which takes the role of collaboration in the 
ecosystem into account and considers challenges related to costs, 
benefits and information sharing. 

 
III. FRAMEWORK FOR CREATING VALUE FROM FLEET DATA 

AT ECOSYSTEM LEVEL 

Existing knowledge management models which generally are 
known in information management context have been the basis 
for the development of the new framework in this paper. The 
general information and knowledge management frameworks 
presented in literature  have  now been integrated 

with IoT, ecosystem and fleet management viewpoints as a part of 
ongoing research program. Prior research, the research work 
during the research program and the collaboration with companies 
within the program, including workshops, have been the basis for 
the development work of the framework. Data-to- decisions 
framework developed by Kunttu et al. [16] is also a result of the 
research program and there are still possibilities to develop the 
ideas of data-to-business-knowledge process further. Some ideas 
for further development were discussed in section 2.2. 

In figure 4, we are presenting the new framework which has 
influences also from the data-to-decision framework developed by 
Kunttu et al. [16]. The main need to develop the framework 
further is to clarify the roles of actors in data-to-decision process 
at ecosystem level. In other words, to clarify the process of how 
the fleet data can be turned into value in ecosystem. As there are 
several actors involved in the ecosystem, it is vital to be able to 
create value for the ecosystem as an entity but to create value for 
each actor in ecosystem as well. The actors in the ecosystem have 
different roles in the data refining process and thus in value 
creation. Figure 4 describes a swim lane flowchart where each 
actor has their own lanes describing their participation in the data-
to-decision process. The black arrows are representing 
information flows between data refining phases and actors. It can 
be noticed that some of the actors have smaller roles in the 
process while the others might have important role in multiple 
phases in the process. In addition, in the top part of the figure, the 
stacked bars describe how the costs and benefits are generated 
through the process. Costs and benefits can be observed at actor 
level, as each actor has their own green and orange colors, and at 
the ecosystem level when the total costs and benefits can be 
observed. The value for ecosystem can be evaluated as the 
difference or ratio between discounted benefits and costs. 
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Fig. 4. Framework for exploiting fleet data at ecosystem level 

 
 

Figure 4 is representing an example how the process from 
data to decision in the ecosystem around fleet can be illustrated. 
However, the situation is often that each actor is managing the 
process from data collection to decisions by themselves inside 
the boundaries of company, i.e. companies are staying in their 
own swim lanes. However, this may lead to the situation where 
all the data is not available as fleet data is often fragmented to 
several actors in ecosystem. Therefore, it would be reasonable if 
the whole ecosystem was pursuing to benefit from the fleet data 
gathered by different actors. However, this requires that the 
actors of ecosystem are willing to cross the boundaries of their 
swim lanes and consider the roles of actors in data refining 
process. The mobility of data between actors in ecosystem is 
essential for fleet data utilization at ecosystem level.

 
Naturally, the whole process and each phase from data 

collection to decision making are not the core business for all the 
actors. Some actors might be specialized to some phases while 
others are mastering the other phases. It could be beneficial if the 
roles for different data refining phases were considered based on 
the core competencies of companies. This requires that the 
current situation in ecosystem can be illustrated and then 
developed and managed in order to create more value from fleet 
data for the ecosystem. Figure 4 is representing a suggestion for 
the data refining process in ecosystem where data are shared in 
ecosystem and each actor has their own roles in the process. For 
example, service provider I is taking care of data pretreatment 
collected by multiple actors and other actors are utilizing this 
data. It can be noticed as well that equipment provider and
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service provider II are providing analysis and models to support 
their own businesses but to support the customer’s business as 
well. The costs and benefits are generated through the process 
for each actor and for the whole ecosystem. For example, 
different phases are causing different amount costs to each actor 
and the amounts of benefits are varying as well. Inspecting the 
value aspect is important as none of the actors should be in an 
indefensible position while others are gaining all the value. It is 
not beneficial either for the ecosystem. The ambition of 
ecosystem is to create value for each actor in ecosystem but for 
the whole ecosystem as well. 

Figure 4 is a simplified description of an ecosystem. The 
purpose of the framework is to demonstrate how the actors could 
cross the boundaries of their own company and utilize the fleet 
data collected by other actors in order to create more value for 
the whole ecosystem. There could be more actors in real 
ecosystem and the situation is often more complex. The 
framework can be applied to different cases and the illustration 
needs to be done based on the case. Based on the illustration, the 
process from fleet data to decision making can be developed and 
managed at ecosystem level. 

 
IV. DISCUSSION AND CONCLUSION 

The potential to utilize fleet-wide data, which have been 
fragmented inside and outside organization, has been 
acknowledged and the need for understanding how to better 
manage the fleet data is recognized. This brings into discussion 
the data utilization at ecosystem level where the ecosystem is 
founded on the data of asset fleets. The value ecosystem around 
the fleet is founded on fleet data which highlights the IT 
ecosystem perspectives, but at the same time the 
interdependencies and value creation of business ecosystem 
definition are present, as well as sustainability considerations 
from industrial ecosystem approach are essential. Value from 
fleet data should be created in a way which benefits all the actors 
and the ecosystem as a whole. To respond this and the research 
question, a new framework is developed as a result of this paper. 
The framework is suggesting that the phases from fleet data 
collection to decision making could be realized by utilizing the 
core competencies of each actor and sharing the data between the 
actors in order to create value for each actor and for the whole 
ecosystem. 

The framework can be used in many managerial purposes 
such as a tool of service development but also as a tool in fleet 
management related to asset management and as a help in 
information system descriptions where the information 
management model combined with ecosystem can be valuable. 
The framework can be used as a tool to evaluate the ecosystem 
around a fleet and the roles of actors in the data refining process. 
Companies can model their ecosystem around the fleet with the 
aid of the framework, and develop the data-to-decision process at 
ecosystem level in order to increase value creation. Companies 
can analyze the ecosystem and data refining process in order to 
recognize if there are overlapping processes which could then be 
improved by clarifying the roles of each actor. In

addition, as the framework considers also value creation as the 
difference or ratio between discounted benefits and costs, it can 
also be used as a tool to develop the performance management of 
ecosystem. 

The presented framework needs to be developed further and 
it needs to be tested with case ecosystem. The further research is 
focusing on the calculation of the costs and benefits of actors and 
on modelling the value of fleet data for ecosystem. 
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Abstract— Recent developments in information technology 
and business models enable a wide variety of new services for 
companies looking for growth in services. Currently, 
manufacturing companies have been actively developing and 
providing novel asset based services such as condition monitoring 
and remote control. However, there is still untapped potential in 
extending the service delivery to the long-term co-operative 
development of physical assets over the whole lifecycle. Close 
collaboration with the end-customer and other stakeholders is 
needed in order to understand the value generation options. In 
this paper, we assess some of the asset services manufacturing 
companies are currently developing. The descriptions of the asset 
services are based on the results of an industrial workshop in 
which the companies presented their service development plans. 
The service propositions are compared with the Total Cost of 
Ownership and the closed loop life cycle frameworks. Based on 
the comparison, gaps that indicate potential for extended asset 
service concepts are recognised. In conclusion, we argue that the 
manufacturing companies do not recognise the whole potential 
for asset based services and for optimizing the performance of 
the end customers’ processes. 

Keywords— asset, fleet, extended asset services 

I. INTRODUCTION 
Companies operating in the manufacturing sector typically 

have a large quantity of different physical assets, such as 
machinery, equipment and infrastructure. These assets are 
managed in order to achieve the best possible short and long-
term asset performance. The modern industrial environment 
involves a number of organizations as key stakeholders 
including asset operators and owners, regulatory and statutory 
bodies, service providers, engineering contractors, technology 
developers, equipment manufacturers, spare part vendors and 
logistic providers [1]. The asset performance can be assessed 
with direct, indirect, financial and non-financial measures, and 
from the economic, social and environmental perspectives [2]. 
Because of the multiple performance dimensions and 
stakeholders involved, the assessment and the improvement of 
the asset performance are complex tasks. 

Manufacturing assets typically have long life cycles and 
major changes may occur in all the external and internal factors 
on which the investment calculations have been originally 
based [3]. Eventhough it is a well-known fact that the major 
part of the costs incur over the life-cycle, the acquisition price 
drives decisions in the investment phase [4, 5]. The companies 

make efforts to maximise asset productivity. Asset 
management calls for approaches where localised resources 
and capabilities are blended together with external resources 
and capabilities [1]. In order to stay competitive, 
manufacturing companies need to better utilise the data from 
their supply chain, stakeholders and other external sources. An 
active engaging of network partners will be needed for 
innovations to occur [6] since a wide collaboration assures that 
experiences, know-how and knowledge of various stakeholders 
can be used and combined [7]. Combining knowledge allows 
collaborating parties to achieve levels of knowledge and to 
create outcomes, which individual by themselves are not 
capable of [8].  

Implementation of IoT platforms is expected to result in a 
series of benefits for manufacturing operations and asset 
management, for instance, increasing visibility of the 
manufacturing operations and across the supply chain, 
improved efficiencies, automation of workflow, optimized 
energy consumption, improved preventive maintenance, and 
real-time information exchange among manufacturing facilities 
and across supply chain [9]. Physically distributed resources 
and abilities controlled by different parties are made available 
to the companies that need those resources through a cloud 
service [10, 11]. In addition, companies may have an access to 
data from the installed base of machines and infrastructure 
located anywhere [12]. This data may be used for assessing the 
performance of a single machine compared to the current and 
previous performance of the entire fleet [13]. 

Currently, manufacturing companies have been actively 
developing and providing asset services such as condition 
monitoring and remote control that help to improve asset 
performance. In our opinion, there is still untapped potential in 
extending the service delivery to the long-term co-operative 
development of physical assets over the whole lifecycle in 
close collaboration with the end-customer and other 
stakeholders. The goal of this paper is to identify the 
opportunities for extending the service offering beyond the 
current delivery. 

In this paper, we assess some of the asset services that the 
manufacturing companies are currently developing. The paper 
is collected in an ongoing Finnish nationally funded research 
project “S4Fleet – Service solutions for Fleet management”. 
The descriptions of the asset services are based on the results of 
a company workshop, where the companies presented their 
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service development plans. The services are compared with the 
total cost of ownership and a closed-loop life cycle 
frameworks. Based on the comparison, gaps for potential 
extended asset service concepts are recognised. 

II. EXTENDED ASSET SERVICES 
In this chapter, the most crucial terms for this study are 

defined. Firstly, the terms asset and asset management are 
defined based on ISO 55000 [2]. 

Asset is “an item, thing or entity that has potential or actual 
value to an organization. The value will vary between different 
organizations and their stakeholders, and can be tangible or 
intangible, financial or non-financial.” 

Asset management “involves the balancing of costs, 
opportunities and risks against the desired performance of 
assets, to achieve the organizational objectives. It enables an 
organization to examine the need for, and performance of, 
assets and asset systems at different levels. Additionally, it 
enables the application of analytical approaches towards 
managing an asset over the different stages of its life cycle.”  

To support the asset management, services can be provided 
by several agents such as the owner of the asset, the provider of 
the asset, a service provider or another stakeholder. When a 
service is fully or partially based on the data that originates 
from assets, or it supports the operation and/or the development 
of the assets, these services are defined as asset services in the 
context of this study. Asset services can be, for instance, 
remote control, condition monitoring or product use based 
services. 

According to ISO 55000 [2] assets should be managed 
during their whole life cycle with analytical approaches using 
multiple decision criteria and objectives. Additionally, asset 
management is executed at different organizational and system 
levels. In order to answer these requirements, companies 
delivering asset services need to establish long-term customer 
relationships and understand the whole life cycle of the 
managed assets from the perspective of all the relevant actors 
and stakeholders. In this study, we call the services needed to 
fulfill these requirements extended asset services. 

III. METHODOLOGY 
The empirical research was carried out in co-operation 

between researchers and companies. During our research, 
industrial companies were asked to present their development 
goals and plans related to data-based industrial services in a 
structured workshop. The industrial participants are experts 
from different branches and they represented technology, 
service and IT providers, and software companies. The 
participating companies are listed in Table I. During the 
workshop the researchers analysed the presentations and 
collected the data dealing with the service concepts and their 
expected benefits to the potential customers. Especially, the 
descriptions and prospects of the asset management related 
services were recorded. 

 

 

 

TABLE I INDUSTRIAL PARTNERS PARTICIPATING IN THE STUDY. 

Company 
Identifier 

Company description Role in the IoT 
ecosystem 

Company 
size 

A Equipment and service 
provider 

Asset service Large 

B Equipment and service 
provider 

Asset service Large 

C Technology and 
service provider 

Asset service Large 

D Equipment and service 
provider 

Asset service Large 

E Technology and 
service provider 

Asset service Medium 

F Information service 
provider 

Asset service Large 

G Information service 
and infrastructure 

provider 

Asset service enabler 
 

SME 

H Information service 
and infrastructure 

provider 

Asset service enabler Large 

I Information service 
and infrastructure 

provider 

Asset service enabler Medium 

J Information service 
provider 

Asset service  SME 

K Information service 
and infrastructure 

provider 

Asset service enabler 
 

Medium 

A. Total cost of ownership model 
Services that the companies described during the workshop 

are assessed against two frameworks: the Total Cost of 
Ownership (TCO) and closed loop life cycle framework. The 
selected frameworks represent important future development 
pathways for extending asset services; monetizing the benefits 
and costs, and enhancing the sustainability and circular 
economy practices of asset management services. In our 
analysis we aim to identify which framework phases or areas 
are addressed by services and which phases or areas offer space 
for extended asset services. 

According to Ellram [14] Total Cost of Ownership (TCO) 
is a purchasing tool and philosophy which is aimed at 
understanding the true cost of buying a particular good or 
service form particular supplier. In addition to the acquisition 
price, TCO may include such elements as transportation, 
inspection, replacement, downtime caused by failure, disposal 
costs and so on. A standard model for TCO calculation hardly 
exists [14, 15] but some cost drivers are more universal than 
others and will appear in many TCO valuation models. As our 
case companies provide investment goods and related services 
we choose a TCO-model developed by Keys and Chen [5] for 
heavy equipment. Fig. 1 contemplates the breakdown of the 
Total Cost of Ownership (TCO) during the life cycle of a 
product or service. Additionally, it points out the potential asset 
management value creation options. 
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Fig.1. Total cost of ownership framework according to Keys and Chen [5]. 

 

 

 

 
 

Fig.2. Closed loop life cycle framework [16]. 
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The economic perspective as described in TCO framework 
is, however, not sufficient to describe the performance of asset 
management. Asset management should be a key driver for 
improving the sustainability of companies [17]. Taking the 
social and environmental perspectives into account in addition 
to the economic perspective gives a more complete view on 
asset management. 

B. Closed loop life cycle framework  
In comparison to the TCO framework, the closed loop life 

cycle framework (Fig. 2) represents a circular model of a life 
cycle where technical and biological resources such as 
products, machinery, equipment, material and energy are 
returned to the cycle after their first life cycle. Circular 
economy is “restorative and regenerative by design, and aims 
to keep products, components, and materials at their highest 
utility and value at all times” [18]. The closed loop life cycle 
supports sustainable product and service development. It 
complements the traditional life cycle models by including the 
material and information flows related to the manufacturing, 
realisation, distribution, utilisation and end-of-life of a product 
or service. 

The closed loop life cycle contains several feedback loops 
which enable new kinds of asset based services. These asset 
based services are enabled by the development of the Internet 
of things technologies that makes it possible to keep track of 
the valuable smart products, services and material much more 
economically than earlier [16]. The development of ICT has 
brought forth opportunities especially for implementing new R-
strategies and waste management practices [16]. 

IV. RESULTS 

A. Service Concepts 
Table II describes shortly the service concepts as expressed 

by the case companies. The service concepts in the case 
companies are classified into two groups – the asset based 
services and the ICT services enabling them. These categories 
are rough but the classification helps to understand the role of 
the company in the service ecosystem. 

B. Assessment of the service concepts 
Table III presents the life cycle cost elements in the TCO 

and the phases in the closed loop life cycle framework. The 
described elements/phases have been used for the analysis of 
the service offering summarized in Table II. 

 

 

 

 

 

 

 

 

TABLE III.  THE PHASES IN THE TCO AND THE CLOSED LOOP LIFE CYCLE 
FRAMEWORKS. 

TCO framework cost elements Phases in the closed loop life cycle 
framework 

1. Ownership costs 
a. Delivered price 
b. Facilities capital costs 
c. Miscellaneous ownership 

costs 

1. Design and development 
2. Realisation 

a. Resource processing 
b. New resources 

3. Distribution 
4. Sales 

2. Explicit operating costs 
a. Energy 
b. Operator´s wages 

5. Utilisation 
a. Service + Enhancement 

3. Implicit operating costs 
a. Maintenance - service 
b. Maintenance - repair 
c. Out of service lost revenue 
d. Wearing parts cost 

 6. End-of-Life or retirement 
a. Collection 
b. Suitable R-strategy 
c. Waste 

Table IV visualises in which phases of the TCO model and 
the closed loop framework the service concepts of the case 
companies provide support. Additionally, the goal of the 
analysis is to highlight the potential for completely new 
services. The evaluation is based on the expert opinion of the 
authors. 

TABLE IV.  COMPARING THE SERVICE CONCEPTS WITH THE TCO-MODEL 
AND THE SUSTAINABILITY FRAMEWORK. 

The companies offering asset based services seem to 
concentrate their offering development especially to 
maintenance services with the aim to improve the predictability 
and efficiency of maintenance actions. Only one provider 
(Company C) expressed the intention to extend the offering 
towards full life cycle services. The closed-loop framework 
yields the same finding: the service focus is in the utilisation 
phase. None of the asset service providers mentioned wearing 
parts. The applied TCO model was coarse and for this reason 
the services delivered by the logistics company (Company E) 
could not be classified. 

Company TCO framework Closed loop life 
cycle framework 

Asset based services (A) 3a,b 5 

Asset based services (B) 3a,b 5 

Asset based services (C) 1-3 All phases 

Asset based services (D) 3a,b 5 

Asset based services (E) - 2-5 

Asset based services (F) 3a,b 3-5 

Asset service enabler (G)  2,3 2-6 

Asset service enabler (H) 2,3 5 (-6) 

Asset service enabler (I)  3a,b 5 

Asset based services (J) 1a, 3 1,5 

Asset service enabler (K)  3b 5 
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TABLE II.  DESCRIPTION OF THE DEVELOPED SERVICE CONCEPTS. 

Service type Service concept  Service concept details 
Asset service (A) - Service for analysis of maintenance, failures and 

lifetimes  
- to identify the possible over or under maintenance, to 

improve maintenance effectiveness, lifetime of 
products, subsystems and components, and failure 
probability estimates 

Asset service (B) - Services for predicting equipment failures, 
predictions for unit’s performance, maintenance 
and defining best practices 

- to predict equipment failures and unit’s performance 
and to define best practice by combining data 

 
Asset service (C) - Service for optimizing operations and 

maintenance activities, and estimating total life 
cycle costs. 

 

- the optimization of operations using multiple data 
sources and advanced data analysis, defining best 
maintenance practices through benchmarking different 
customer segments.  

Asset service (D) - Services for predictable and guaranteed failure 
free run to the customer based on using 
machinery and equipment related data. 

 

- to improve the maintenance services, the 
understanding of the production environment and its 
causes and effects, and the capabilities for selecting 
correct maintenance options.  

- to complement the own data by external data from the 
customers.  

Asset service (E) - Logistics services and material stream analyses for 
improved logistic processes.  

- to improve logistics services and material stream 
analyses, and providing a plan for every part in the 
supply chain.  

- utilise new opportunities for comparing and analysing 
logistics processes.  

Asset service (F) - Service manager view to integrated fleet level and 
customer profiling information 

- to make important information available to field service 
personnel and maintenance management to support 
their decision-making.  

Asset service 
enabler (G) 

 

- Platform and technical means for IoT solutions  - IoT solutions that increase production output, eliminate 
breakdowns, predictive maintenance modelling, 
reduction in downtime, maintenance and service costs, 
optimizing logistics services, enabling new services 

Asset service 
enabler (H) 

- Analytics and platform for predictive maintenance 
and asset optimization solutions for fleet 
management  
 

- to support predictive maintenance, asset optimization 
and advanced analytics in customer companies to, for 
instance, reduce costs and optimise operations 

- predictive maintenance and asset optimization 
solutions for fleet management.  

- big data analytics 
Asset service 

enabler (I) 
- Offering collaboration platforms which combine 

data from different sources  
- to combine maintenance information from various 

systems, improving the validity  
- services for ensuring data quality in the customers’ 

information systems. 
Asset service (J) - Helping customers to focus development efforts 

to improve OEE. Using software and working 
practice to manage reliability and RAMS 
requirements. 

- to support design for reliability, risk assessment, 
maintenance optimization decisions and maintenance 
planning decisions 

Asset service 
enabler (K) 

 

- Platform/infrastructure service for extending the 
existing service from measuring the asset level to 
the fleet-level. 

- to provide remote monitoring and asset control for 
supporting asset management decisions and 
benchmarking. 

- Predictability information of fleet (e.g. KPIs) 
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One software company (Company J) offered services for 
design and development and utilisation phases that correspond 
the ownership costs and implicit operating costs in the TCO-
model. The companies offering enabling technologies 
(Companies G, H, I and J) focus also in supporting the 
utilisation phase and corresponding cost elements in their 
development work. However, the offered technologies may 
have much broader application area.  

The analysis seems to confirm the assumptions that the 
manufacturing companies concentrate their service offering 
development to the utilisation phase asset performance with the 
emphasis on reducing maintenance costs. This endeavour is 
supported by enabling ICT technologies (asset service enablers). 
Less activities are addressing the ownership costs and explicit 
operating costs, or to the emerging service options in the end-
of-life management. A lot of feedback loops in the closed loop 
model are not covered by the services such as those connected 
to design and development, realisation and end-of-life or 
retirement. There is a lot of untapped service potential and 
extending the service delivery beyond current asset services 
may help the companies to answer to the recognised service 
needs. 

V. CONCLUSIONS 
Manufacturing companies have been actively developing 

and providing asset based services such as condition monitoring 
and remote control that help to improve asset performance at the 
customer’s production sites. IoT platforms are important 
enablers that are needed to offer novel services also to 
distributed asset fleets and to ensure real-time information 
exchange across the supply chain. However, close collaboration 
with the end-customer and other stakeholders is needed to 
understand the ever-changing customer needs, business and 
operation environment, and value generation options. 

In this study, we used two general frameworks to illustrate 
customer needs, namely the Total Cost of Ownership (TCO) 
model and a closed loop life cycle framework. Selected 
frameworks represent important future development pathways 
for extending current asset services; monetizing the benefits and 
costs, and enhancing the sustainability and circular economy 
practices of asset management services. Thus, the models and 
frameworks help the technology and service providers to better 
understand what actions, task and processes the customers carry 
out, and what cost and value elements drive their actions. 

The analysed descriptions for the development of asset 
based services and the ICT services enabling them seem to 
confirm the assumptions that the manufacturing companies 
concentrate their service offering development to the utilisation 
phase asset performance with the emphasis on reducing 
maintenance costs. When comparing the service delivery with 
the TCO model and closed loop life cycle framework it revealed 
gaps in their service offering. It seems that service providers 
have not yet recognized the whole growth potential when 
designing new services as they stick mainly on the data that 
originates from assets and aim to supports the operation and/or 
maintenance of the assets rather than co-developing the process 
with the customer or other stakeholders. Based on the analysed 
material, extended asset service concepts currently do not exist, 
however, they are made possible by the asset service enablers. 

The service offering gaps indicate potential for extending 
the service delivery and creating new service concepts together 
with the customers. Manufacturing companies seem not to 
recognise the whole potential for asset based services and 
optimizing the performance of the end customers’ processes. In 
our study, extended asset services refer to the extension of the 
service delivery to the long-term co-operative development of 
physical assets over the whole lifecycle. Close collaboration 
with the end-customer and other stakeholders is needed in order 
to understand the value generation options of the extended asset 
services. There is a lot of untapped service potential and 
extending the service delivery beyond current asset services 
may help the companies to answer to the recognised service 
needs. 

This study focused on seven asset services and four services 
that enable asset services to be provided. Larger amount of 
service concepts should be analysed to provide more accurate 
insights about the asset services and service development in 
companies, and the usefulness of the proposed assessment 
approach. 
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Abstract— Process mining is gaining importance for the 

classification, clustering, workflow models, process discovery, 
predictions and planning and scheduling in a process or events in 
especially business oriented fields. On the other hand, there are 
several events that are required to perform a maintenance action 
in various industries. There is a need to understand the process 
flow of events to reduce the delays to increase the performance of 

the maintenance action. This paper applies the concept of process 
mining to understand the events in a typical maintenance action 
(repair or replacement,). We implemented the process mining for 
administrative, logistic and repair delays for one section in 
Swedish Railway. We identified the bottlenecks in this process for 
different subsystems for productive feedback to the railway 
industry. 
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Abstract:—The objective of this paper is to describe an 
ergonomics contribution in maintainability. The economical 
designs, inputs and training helps to increase the 
maintainability indicators for industrial devices. This analysis 
can be helpful, among other cases, to compare systems, to 
achieve a better design regarding maintainability 
requirements, to improve this maintainability under specific 
industrial environment and to foresee maintainability 
problems due to eventual changes in a device operation 
condition. With this purpose, this work first introduces the 
notion of ergonomics and human factors, maintainability and 
the implementation of assessment of human postures, including 
some important postures to perform maintenance activities. A 
simulation approach is used to identify the critical posture of 
the maintenance personnel and implements the defined 
postures with minimal loads on the personnel who use the 
equipment in a practical scenario. The simulation inputs are 
given to the designers to improve the workplace/equipment in 
order to high level of maintainability. Finally, the work 
concludes summarizing the more significant aspects and 
suggesting future research.  

Keywords: ergonomics, maintainability, human posture, 
human factors, ALBA simulation  

I. INTRODUCTION 
Technologies for automating manufacturing systems and 

processes played a key role in manufacturing facilities in the 
last decades; however, it is impossible to remove human 
involvement in some of the manufacturing processes and still 
requires manual handling due to the flexibility and the skill 
of human operators. Some of these handling tasks deal with 
heavy physical loads or uncomfortable postures, which might 
result in stress or overload in the muscles and joints, and 
further generate potential risks of musculoskeletal disorders 
(MSDs) [1,2]. In the manufacturing facilities, the design of 
complex mechanical systems must be carried out easing the 
tasks of operators who assemble and maintain them. To 
achieve these objectives, there is a need of detailed set of 
working instructions, ensuring an effective manufacturing 
process and a safe work environment. 

Digital Human Modelling (DHM) techniques have been 
introduced to test, validate and improve the working 
instructions, improve both the design of workers’ task and of 
the product, taking human as the center of the work design 
system [3–6,7]. A human centric approach allows validating 
the workspace design, assessing the accessibility of an 
assembly design, reducing the production cost, and the risk 

of MSDs as well. Human centred product design [8, 9] is 
considered an effective means to fulfil the customization 
trend and it should be conducted through the life cycle as 
much as possible. In particular in the early stage of product 
development like Design for Manufacturing (DFM) [10, 11] 
or Design for Assembly (DFA) [12, 13] ergonomic issues 
must be seriously taken into account. 

During the product design, designers mostly focus on the 
functionality of their product. These products (industry and 
private consumers) have an interaction with the intended 
users at the moment when they are in function or /and when 
they are in maintenance operations in order to keep them in 
the function.  Nowadays, industrial products are so complex 
and complicated that a group of designers (electrical, 
mechanical, hydraulic, etc.) will be engaged only for one 
product. 

In order to have high quality, durability, reliability and 
ease of use for each product it depends on up to what extent 
designer contemplated the end users’ physical and mental 
abilities as well as end user limitations. Fulton Suri, (2000) 
[14] highlighted that today’s designers work at a distance 
from their widely diverse communities of users. In many 
cases, they are expected to rely upon other specialist 
functions, such as market research and ergonomics, to act as 
interpreters of peoples' needs and desires. It is not expected 
products designer should have a thorough knowledge 
regarding the end users abilities and limitations. These areas 
are a domain or knowledge base of ergonomist. Haslegrave 
and Holmes (1994) [15] argued that it is important for 
ergonomists to understand the main aspects of engineering 
design, both related to process, product and business 
constraints, as well as it is important for design engineers to 
get some formal education in ergonomics, so that both 
professions understand each other’s approach to design 
problems.  

User centred system-product design logic makes an 
important conceptual distinction between purely technical 
design and ergonomically design. So, any divergence or 
distance from this concept make end users to adapt 
themselves more to the system or product functions rather 
than design engineers together with ergonomist try to adapt 
their system or products to the end users abilities’ 
characteristics. 

O’Neill [16] described one of the maintainability aspects 
during the design process is involvement of the safety 
engineer in the maintainability management. 
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Maintainability in general is a procedure in the process for 
the design of the system or product in which designers need 
to go through with the aim of having more maintainable and 
reliable, high quality, easy to use and higher durable 
functionality of their design in order to meet intended user 
requirements. 

The content flow of this manuscript is arranged as 
follows. After an introduction, in the second part a brief 
literature review is presented, including the definition of the 
main concepts, which are later used in the paper. Afterwards, 
in Section 3, the maintainability indicators and maintenance 
levels are presented. Then, Section 4 the methodology to 
assign the maintainability attributes from the device design 
perspective, maintenance staff and work conditions 
perspective and logistics support perspective is illustrated. 
Consequently, in Section 5, the implementation of the 
methodology is explained and the corresponding results are 
also presented. Section 6 discusses the results obtained from 
the analysis. Finally, the work concludes summarizing the 
more significant aspects and suggesting future research. 

Engineers/
Designers

Functionality of 
the design

Experience regarding 
the products (tools)

Simulation of the 
Ergonomics of the Design

Ergonomist Workers

Reliable, Durable & Safe product design
 

Fig.1. Product design work flow 

 

II. ERGONOMICS AND HUMAN FACTORS  
Human factors or ergonomics stands as a 

multidisciplinary science. It applies for distinction between 
human abilities concerning physical as well as mental and 
limitations at the time when human is used or being involved 
in system operation or use of manufactured products.  

Because of being multidisciplinary science Human 
Factors and Ergonomics Society introduce five different 
definitions [17];  

1) Definition from Professional Societies,  

2) Definition from Scientific Literature,  

3) Definition from Government Agencies,  

4) Definition from Industry; 

5) Definitions from open Sources. 

All these definitions are shared in the fundamental 
principle that ergonomic (or human factors) is a method for 
investigations of interactions between humans and system in 
order to evaluate compatibility of: design, task, products, 
technologies and system to the human biological, 
physiological, psychological and social characteristics. They 
are also shared in optimizing human performance as well as 

enhancing health and safety in the environment they are 
engaged.  

Ergonomics deals with human capacities by considering of 
their work environment. It deals with fitting the task to the 
man not vice versa as Wickens (1984) [18] defined. There 
are several tools in ergonomics that can be used in order to 
evaluate human capacities to the work system requirements. 
Among them is participatory ergonomic. Brown, (2002) [19] 
describes; participation and participatory practices are the 
principal methodologies in the design and analysis of the 
work system. Cotton (1993) [20] defines the term “employee 
involvement” as a participative process to use the entire 
capacity of workers, designed to encourage employee 
commitment to the organizational success. Wilson and 
Haines [21] pointed out participatory ergonomics can be 
regarded as philosophy, an approach or strategy, a program, 
or a set of techniques and tools. They defined it as the 
involvement of people in planning and controlling a 
significant amount of their own work activities, with 
sufficient knowledge and power to influence both process 
and outcomes in order to achieve desirable goals. 

Ergonomist

Risk analysis

Identify the risk

• Eliminate
• Reduce
• Acepting Work risk

 
Fig.2. Role of ergonomist participation 

 

III. MAINTAINABILITY 
Dhillon [22] define; Maintainability refers to the 

measures taken during the development, design, and 
installation of a manufactured product that reduce required 
maintenance, man-hours, tools, logistic cost, skill levels, and 
facilities, and ensure that the product meets the requirements 
for its intended use. 

O’Neill [16] “The relative ease and economy of time and 
resources with which an item can be retained in or restored to 
a specified condition when maintenance is performed by 
personnel having specified skill levels, using prescribed 
procedures and resources, at each prescribed level of 
maintenance and repair. In this context, it is a function of 
design.” He stated maintainability and reliability test and 
analysis usually follow performance analysis in the design 
process. One of the maintainability aspects during the design 
process is involvement of the safety engineer in the 
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maintainability management. The concept of “Safety is first” 
is believed in all branches.  

In Handbook of Department of Defence [23]” In 
designing for maintainability, the maintainability engineer 
must be constantly aware of the relationship between 
maintainability and safety, also maintainability engineer 
must collaborate with human factors engineer in order to 
consider human factors during design efforts. It is also 
mentioned maintainability is included as a subset of human 
engineering. Safety includes designing the product and 
maintenance procedures to minimize the possibility of 
damage to the product during servicing and maintenance, and 
to minimize the possibility of harm to maintenance and 
operating personnel.”  

In the many industries design of products is for private 
and/or industrial consumers. For both, designer in European 
Countries follows the CE (Conformity marking/ Conformite’ 
Europe’enne) marking in order to clarify their products 
comply with Safety Directive for intended users. 

SIS-ISO/TS 16949:2009 [24], is the standard that 
supplier for car industries should follow it in order to be 
Certified as a car parts supplier. The shortage of that cause 
deviation or in case of major deviation it can be a result of 
cancelling Certification. 

ISO 9001:2008, Quality management systems-
Requirement which refers to work environment defines; “the 
organization shall determine and manage the environment 
needed to achieve conformity to product requirements”, in 
that the term “work environment relates to those conditions 
under which work is performed including physical, 
environmental and other factors (such as noise, temperature, 
humidity, lighting or weather). In this standard there is 
specifically required; “personnel safety to achieve 
conformity to product requirements as: product safety and 
means to minimize potential risks to employees shall be 
addressed by the organization, especially in the design and 
development process and in manufacturing process 
activities”.   

As it reported in “Fatal Injuries Among Grounds 
Maintenance Workers --- United States” [25], a total of 1,142 

grounds maintenance workers (GMWs) were fatally injured 
at work during 2003--2008, an average of 190 each year. A 
study by AFIM [26] (French association of maintenance 
engineers) on a population of maintenance workers shows an 
occupational disease rate 10 times higher than for other 
workers.  

Even though designers following all standards for their 
products or systems, the above reports reveals maintenance 
people are more in danger compare with other workers. This 
indicates the designer unintentionally trap in a Black Hole 
concerning to safety aspects in their design, that is “They do 
not know what they do not know”.  

In order to minimize or eliminating the risks as it 
mentioned earlier using participatory ergonomics as a tool in 
the design and development process, it is not only improving 
safer work environment also will result the increasing of a 
safety culture among designers. Participators can be; 
designers, representative of workers union, skilled operators 
and ergonomist or human factors engineer. 

As maintainability designers use different simulation’s 
programs for testing the functionality of their future 
product(s), ergonomics engineers can do necessary 
simulations concerning physical workload (products 
heaviness, posture taken, calculating biomechanical forces 
and moments in different part of body), inventing of risks 
(fall from height, cutting fingers, pinching finger under 
assembly or/and disassembly of part(s), slippery floor, 
electrical shock). Through pre-simulation, participators can 
start to develop a Standard Operating Procedure (SOP) as 
described by Ali Rastegari [27]. He stated, “An SOP is a 
written document or instruction detailing all relevant steps 
and activities of a process or procedure”. 

For each operation of task this group should provide a 
standardized working the process for maintenance operators 
in a way that where to start and how to end the work. 
Standardized work provides great benefits such as: stability 
in process, clear stop and start points for each process, 
organizational learning, audit and problem solving, employee 
involvement, Kaizen and training operators, as described by 
Pascal Denis [28] in his book “Lean Production Second 
Edition”.  

Reliable, Durable & 
Safe product 

design
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contribution

Maintainability 
of the product

Work 
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Lower downtime
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Faster to return to production 
system
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Fig.3. Ergonomics contribution in maintainability 
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IV. METHODOLOGY 
When this process (maintainability design) carried out, 

the new risk analysis should be done and it should be 
compared with the simulation phases whether they discover 
new risk or not. Each identified risk should delegated to 
responsible person(s) with due date. Responsible person(s) 
have three alternative; eliminating risk, minimizing risk or 
accepting the risk as it is. In the situation of second and third 
alternative relevant personal protective equipment and safe 
work instruction must be prepared. Regarding physical 
workload is the same, ergonomist should find technical 
lifting aids, other aid equipment or redesigning work cell 
structures. 

Concerning physical workload at different taken postures, 
it is necessary to calculate biomechanical forces and moment 
to the most critical parts of the body.  

One way during the design process in maintainability is 
that ergonomist use different simulation program which 
among them is a ALBA biomechanical analysis program. 
This program is developed at Linköping University in 
Sweden in 1994. ALBA has different functions and has eight 
countries anthropometrical data both for women and men.  
Among its anthropometric data two of them concern with 
body segment weight and their center of mass locations. 
Chaffin, Andersson and Martin in “Occupational 
Biomechanics [29] describe how to calculate body segment 
mass which is a product of: 

 

D= m/V = (W/g)/V    (1) 

 

Where D is mass per unit volume (g/cm3), m is the mass 
of body segment (g or kg), V is the volume of water 
displaced (g/cm3), W is the weight of the body segment (N) 
and g is the gravitational acceleration constant (m/sec2). 

 

Segment mass = Segment Volume (cm2) x Segment 
Density (g/cm3).     (2) 

 

Knowing these two parameters (body segment weight 
and its centre of gravity) it helps to calculate the 
biomechanical stress (forces and moments) in some critical 
parts of the body. These critical parts are; elbow, shoulder, 
L5S1 (the lowest of the lumbar spine’s of five vertebrae and 
the first vertebrae of the sacrum), hip, knee and ankle.  

 

V. IMPLIMENTATION AND RESUTS 
In ALBA compendium it is stated if the compression in 

spine shows the force between 2500-4500 Newton it increase 
the risk of back injury and significantly increased risk of 
back injury when the compression exceeds over 4500 
Newton. 

At first, the existing working conditions are considered. 
Figure 1 shows a simulation without any hand load in 
situations; Squat and stoop postures. In these simulations it 
assumed an asymmetry angle in the sagittal plane is 0. In the 
ALBA anthropometries data, body segments weight for head, 
neck, hand and trunk is 63.5% of the total body weight. For 
below simulation, English men at 50 percentile were 
selected. In figure 2 and 3 it simulated hand load for 5 and 10 
kg for the same postures. The results in table 1 show even 
there is no load in hands based on only body segments 
weight having stoop posture is in risky zone and significantly 
increasing stress on moments on L5S1 and back 
compressions when hand load is 5 and 10 kg respectively. 

Table 1 shows the existing taking squat posture compare 
to stoop posture maintenance operators have less stress 
moment on L5 S1 (Nm) and back compression (N) in all 
three simulation phases. 

Squat posture     Stoop posture  

 
Fig.1. Lift object is 0 kg 

 
  Squat lift posture  Stoop lift posture 

 
Fig.2. Lift object is 5 kg. 
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Squat lift posture  Stoop lift posture 

 
Fig.3. Lift object is 10 kg. 

 
TABLE I. EXISTING STRESSES FOR LOADING CONDITIONS 

 
Squat posture Stoop posture 

Hand load 
weight 0 kg 5 kg 10 kg 0 kg 5 kg 10 kg 
L5 S1 (Nm) 54,9 76,8 98,7 137 166,7 196,5 
Back 
compression 
(N) 1493 2028 2577 2773 33477 3916 

 
In the shop floor the existing working conditions at the 
working place were observed and better arrangement of 
working place with a better positioning is suggested. The 
improved work place environment is designed in a way that 
operators can have standing posture instead of squat 
situation the stress moment and back compression can be 
reduced. The simulated results of the new working 
environment with the new posture for the stresses with 
different loading conditions are shown in figure 4, figure 5 
and figure 6. The table 2 summarise the stress conditions for 
the new posture. 
 

Squat lift posture             Stoop lift posture 

 
Fig.4. Lift object is 0 kg (new posture) 

 

Squat lift posture           Stoop lift posture 

 
Fig.5. Lift object is 5 kg (new posture) 

 

 

 

 

 

 

 

 



 

ISBN 978-91-7583-841-0   185 

 

Squat lift posture   Stoop lift posture 

 
Fig.6. Lift object is 10 kg (new posture) 

 
TABLE II. IMPROVED LOADING CONDITIONS 

 
Standing posture Stoop posture 

Hand load 
weight 0 kg 5 kg 10 kg 0 kg 5 kg 10 kg 

L5 S1 (Nm) 16 33,2 49,9 137 166,7 196,5 
Back 

compressio
n (N) 630 989 1341 2773 3347 3916 

 
 

VI. DISCUSSION AND CONCLUTIONS 
 

The newly introduced “Squat lift posture” reduces the 
stress levels (L5S1 and back compression) of the workers by 
50% (approximately). Therefore, the newly designed 
workplace has improved the working levels, improving the 
maintainability aspects. 

With the purpose of optimizing human performance in 
maintainability design procedure, establishing a group of 
designer, ergonomist and skilled operators who will have 
interaction with products is key of success to have a good 
designed product. Designers solve problem by technical 
manual(s) and aids while ergonomist and skilled operators 
prefer analytical and technical way base on their knowledge 
and experience.  

Ergonomist contribution in maintainability design 
process can be in two platforms; Micro and Macro 
Ergonomic.  Micro ergonomic deals with technical aspects of 

design; workplace, tools, software, while Macro Ergonomics 
deals with instruction or regulation of production system, 
work organization, organizational design (complexity, 
formalization and centralization) and function allocation. 

In the maintainability design process both designer and 
ergonomist need to understand each other more in order to 
solve both technical and human limitation problems. 
Successful design needs collaboration between 
maintainability designer and ergonomist.  

This collaboration leads higher adaptability and 
flexibility of designing a product to the intended users, lower 
cost for maintenance operation, more efficient maintenance 
can result faster return to operation or service consequently 
decreasing downtime, and lower cost of ownership over the 
product’s life cycle. 
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Abstract— Increasing demand for quality and reliability of 

the asset is progressively seen as a motivation for improved 
maintenance procedure and management. Always the role of 
qualitative maintenance data is neglected in the maintenance 
recovery level identification. Human factor parameter in the 
maintenance and qualitative technical data, for instance, 
maintenance experience, maintenance knowledge, training, 
quality before maintenance, number of previous maintenance, 
maintenance documentation and environmental condition can be 
collected and evaluated to increase the accuracy of maintenance 
recovery estimation. This information always expressed 

linguistically and considering their effect in the recovery model is 
challenging. The aim of this study is to propose a symbolic model 
to capture the effect of above qualitative factor on maintenance 
recovery level. Fuzzy inference systems are applied to qualitative 
expert knowledge to extract the percentage effect which can be 
incorporated in the recovery level model. The tamping railway 
case study is considered to validate the model. The results show 
that the maintenance experience and environmental condition 
are playing main role in maintenance quality. The application of 
above method can be extended to asset condition assessment in 
combination with data driven and physical model.  
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