Detection of Sparse Damages in Structures
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Abstract

Structural damage is often a spatially sparse phenomenon, i.e. it occurs only in a small part of the structure. This property of damage has not been utilized in the field of structural damage identification until quite recently, when the sparsity-based regularization developed in compressed sensing problems found its application in this field.

In this paper we consider classical sensitivity-based finite element model updating combined with a regularization technique appropriate for the expected type of sparse damage. Traditionally, (I), $l_2$-norm regularization was used to solve the ill-posed inverse problems, such as damage identification. However, using already well established, (II), $l_1$-norm regularization or our proposed, (III), $l_1$-norm total variation regularization and, (IV), general dictionary-based regularization allows us to find damages with special spatial properties quite precisely using much fewer measurement locations than the number of possibly damaged elements of the structure. The validity of the proposed methods is demonstrated using simulations on a Kirchhoff plate model. The pros and cons of these methods are discussed.
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1. Introduction

This paper is devoted to identification of well-localized, or in other words, spatially sparse structural damages. In reinforced concrete structures, spatially sparse damage patterns can be associated with, for example, shear cracks. When such cracks develop, a brittle failure of the structure may be close — an inclined crack can find its way through a structure, without being prevented by reinforcement. It is of great interest to identify location and severity of such local cracks more precisely without smoothing the damage to the areas nearby and in this way to distinguish these cracks from other less severe cracks, such as e.g. bending cracks.

The damage identification methods presented here are based on the classical iterative sensitivity-based finite element model updating (FEMU) method combined with regularization techniques which help to detect damages with the expected properties [1-7].

In sensitivity-based FEMU approach, damage detection is considered as an inverse problem, i.e.
knowing the model outputs, one needs to obtain the internal model parameters. In a damage identification context, these model parameters, usually the elasticity modulus for an element or for a group of elements, are related to so-called damage parameters. The updating of damage parameters and thus the finite element model is driven by minimization of the difference or so-called residual between the model and the corresponding measured properties for the damaged and the undamaged structure. Such properties can be, for example, dynamic properties, such as natural frequencies and the corresponding mode shapes of vibration. To make use of very efficient computational algorithms, the residual is quite often linearized, and the damage detection problem is transformed to the solution of a system of linear equations.

There are two main problems connected to the described damage identification approach. First, in the presence of noise in the outputs, which is the case with vibration tests, the inverse problem becomes ill-posed, i.e. small variations in the outputs lead to unreasonably large variations in the damage and thus the model parameters. Second, the linear system associated with the damage identification problem is usually underdetermined and therefore has an infinite number of solutions for damage parameters. Both these problems can be solved by using regularization methods, which are increasingly more often considered in structural damage identification.

In this paper, we investigate different regularization methods for the damage identification problem starting from (I) classical Tikhonoff or $l_2$-norm regularization, (II) sparse $l_1$-norm regularization, (III) $l_1$-norm total variation regularization and (IV) dictionary-based regularization. We compare these regularization methods when using them for damage identification on a simulated Kirchhoff plate with well-localized damage. The simplicity of the studied simulation model should not be underestimated, since, a number of real structures can be considered as examples of “Kirchhoff plates” (see Figure 1).

In the accompanying paper [9] we compared the damage localization possibilities of the here presented sensitivity-based model updating method regularized by $l_1$-norm with a simple model-free method, named Mode Shape Damage Index, which is based only on comparison of the undamaged and damaged normalized mode shape vectors.

![Figure 1. The Mine bridge in Kiruna in northern Sweden is an example of a structure where sparsity-based methods to detect possible defects in the bridge slab would be valuable [10].](image)

## 2. Damage detection as a minimization problem

### 2.1 Damage parametrization

It is common in the literature on structural damage detection to parameterize the stiffness matrix as follows [1, 5-7, 11]

$$K(\alpha) = K^0 - \sum_{i=1}^{n} \alpha_i K_i$$  \hspace{1cm} (1)

where $K(\alpha)$ is the improved stiffness matrix of the parameterized model; $K_i$ is the constant stiffness matrices for the $i^{th}$ single element or group of elements representing the uncertain model property and location; $K^0$ is the matrix corresponding to the initial undamaged structure;
and \( n \) is the number of independent model parameters.

The dimensionless updating parameter \( \alpha_i \), also called damage index, corresponds to the local reduction of the elasticity modulus [12], thereby inducing the reduction of bending stiffness derived in elastic beam or plate theory, namely

\[
\alpha_i = \frac{E_i^0 - E_i}{E_i^0} \tag{2}
\]

where \( E_i^0 \) and \( E_i \) are the undamaged and damaged elasticity modulus of the \( i \)th single element or group of elements.

A good damage detection method should provide small \( \alpha_i \), or zero in the ideal case, indicating the absence of damage and positive \( \alpha_i \) indicating the decrease in the elasticity modulus and therefore indicating damage for a single element or for a group of elements.

### 2.2 Problem formulation

The estimation of the damage indices \( \alpha_i \) is performed by minimizing the residual or difference between the damaged and undamaged dynamic properties. For example, one defines

\[
\begin{align*}
    r_{\lambda_j}(\alpha) &= w_{\lambda_j} \left( 1 - \frac{\lambda_j(\alpha)}{\lambda_j^0} \right) \\
    r_{\phi_j}(\alpha) &= w_{\phi_j} \left( \frac{(\phi_j^d)^T \phi_j(\alpha)}{\|\phi_j(\alpha)\|_2^2} \phi_j^d - \phi_j(\alpha) \right)
\end{align*}
\tag{3}
\]

where \( r_{\lambda_j} \) is the \( j \)th component of the eigenvalue residual and \( r_{\phi_j} \) is the residual vector for the \( \phi_j \) mode shape, \( w_{\lambda_j} \) and \( w_{\phi_j} \) are the corresponding weights. The upper index \( d \) is referring to the damaged property, a property without upper index is undamaged. Then, the damage detection problem, in its simple formulation, is about minimization

\[
\min_{0 \leq \alpha_i \leq 1} \frac{1}{2} \|r(\alpha)\|_2^2 \tag{4}
\]

The residual (3) corresponding to small changes in the dynamic properties of the structure can be linearly related to small changes \( \Delta \alpha \) in the damage indices around \( \alpha \) as follows

\[
r = S \Delta \alpha + \epsilon \tag{5}
\]

Here the so-called sensitivity matrix \( S \in \mathbb{R}^{m \times n} \) is defined by

\[
S_{ij} = \frac{\partial r_i}{\partial \alpha_j} \tag{6}
\]

Typically, the number of residuals \( m \) is smaller than the number of damage indices, i.e. \( m < n \) and system (5) is underdetermined. The error vector \( \epsilon \) is introduced to represent this effect as well as the effect of the measurement noise and numerical errors. The derivatives in (6) are usually found by either Fox-Kapoor [13] or Nelson [14, 15] methods, depending on if a structure in question has repeated (associated with symmetrical structures) or non-repeated eigenvalues. Then, using (5) one usually solves the following problem

\[
\min_{0 \leq \alpha_i \leq 1} \frac{1}{2} \|S \Delta \alpha - r(\alpha)\|_2^2 \tag{7}
\]

### 2.3 Problem regularization

To address the problems related to infinite number of solutions of underdetermined system, measurement noise and numerical errors and thus to solve the problem (5), different regularization techniques can be used. The expected damage pattern defines the optimal regularization.

### 2.4 \( l_2 \)-norm regularization

Tikhonov or \( l_2 \)-norm regularization belongs to the traditional and most used regularization technique [1, 5]. The problem (7) is then formulated as follows

\[
\min_{0 \leq \alpha_i \leq 1} \frac{1}{2} \|S \Delta \alpha - r(\alpha)\|_2^2 + \rho \|\Delta \alpha\|_2^2 \tag{8}
\]
where here in what it follows ρ>0 is a regularization coefficient. However, in the case of detection of the spatially sparse damage, this regularization significantly smooths the solution vector Δα. See Figures 2, 4, 5 b.

2.5 \( l_1 \)-norm regularization

Only quite recently \( l_1 \)-norm regularization was recognized in the field of structural damage detection [6-8, 16-18]. The reason is that it provides the most efficient way to find a sparse solution of system (5) [2]. The problem (7) is then

\[
\min_{\alpha \geq 0} \frac{1}{2} \|SΔα - r(α)\|_2^2 + \rho \|Δα\|_1
\]

(9)

where ρ>0 is a regularization coefficient. The \( l_1 \)-norm belongs to a class of convex regularizers and thus making the problem (9) convex. For convex problems there exist very efficient open source solvers.

2.6 \( l_1 \)-norm total variation regularization

Assume that the vector α of damage indices is distributed over a 2D grid as follows

\[
A = \begin{bmatrix}
α_1 & α_{d_1+1} & \ldots & α_{(d_2-1)d_1+1} \\
α_2 & α_{d_1+2} & \ldots & α_{(d_2-2)d_1+2} \\
\vdots & \vdots & \ddots & \vdots \\
α_{d_1} & α_{2d_1} & \ldots & α_{d_1d_2}
\end{bmatrix}
\]

with \( d_1d_2 = n \), where \( n \) is the total number of damage indices. For example, for a rectangular \( r \times c \) plate structure with \( c \) elements in one row and \( r \) elements in one column for which a damage index is defined for each element we have \( d_1 = r \) and \( d_2 = c \). Denote the element of this matrix at row \( i \) and column \( j \) by \( A_{ij} \) and define the operators

\[
D_{h_{i,j}} = \begin{cases}
A_{i+1,j} - A_{ij}, \\
0,
\end{cases}
\]

(10)

\[
D_{v_{i,j}} = \begin{cases}
A_{i,j+1} - A_{ij}, \\
0,
\end{cases}
\]

(11)

where \( D_h \) stands for differences between horizontal rows and \( D_v \) stands for differences between vertical columns of the matrix \( A \).

Compose a “discrete gradient” of \( A \) at row \( i \) and column \( j \) by \( D_{i,j} = \begin{bmatrix} D_{h_{i,j}} \\ D_{v_{i,j}} \end{bmatrix} \) and define its length

\[
d_{i,j} = \|D_{i,j}\|_2 = \sqrt{D_{h_{i,j}}^2 + D_{v_{i,j}}^2}
\]

(12)

Then the isotropic (invariant under rotation) total variation of \( A \) is given by

\[
Var_1(A) = \sum_{i,j} d_{i,j}
\]

Now we consider the following minimization problem [7]

\[
\min_{\alpha \geq 0} \frac{1}{2} \|SΔα - r(α)\|_2^2 + \rho Var_1(Δα)
\]

The total variation, being a smoothing term, together with the sparsifying \( l_1 \)-norm implies sparsity of damage indices differences and thus resulting in a piecewise constant damage index vector with sharp edges.

2.7 Dictionary regularization, containing, for instance, a wavelet basis

Assume that a sparse damage index vector \( α \) can be decomposed into a series expansion

\[
α = \sum_{n} c_n ψ_n
\]

with only a few negligible coefficients \( c_n \). Let us define a dictionary of vectors \( ψ_n \) stored as column vectors in a matrix \( Ψ \). For example, we can let \( Ψ \) be the \( n \times n \) identity matrix, where \( n \) is the length of the damage index vector \( α \), if we are only looking for point damage(s), or we can try with a wavelet basis for other type of sparse damages, say damage cracks. For detection of both point damages and cracks, we can combine these two dictionaries into a twice as large \( n \times 2n \) dictionary \( Ψ \). This gives an analysis mapping

\[
α \mapsto c = Ψ^* α
\]

for computing the series expansion coefficient. Here we write \( M^* \) for the complex conjugate of matrix \( M \). For the corresponding reconstruction or synthesis of \( α \) from the coefficients \( c \), we can use the theory of frames and Riesz bases described in more detail, for example, in [20-22]. In general, the
The regularization methods are implemented using open-source CVX Matlab software [19].

Damage is simulated by reducing the elasticity modulus for the chosen element or group of elements.

3.1 Simulation results

Figures 2-5 show the identification results for a point, a two-point, a line and a rectangular type of damage scenarios.

As expected, $l_2$-norm regularization (I) smoothes out the effect of damage to the surrounding elements and thus cannot be the best choice for identification of spatially sparse damages or damages with sharp edges, see Figures 2, 4, 5 b. On the other hand, $l_1$-norm (II) is very effective in identification of point damage(s), see Figures 2 c-d, 3 c. When the damage pattern is spread out over a region and has sharp edges to the undamaged area then the most suitable identification is via $l_1$-norm total variation regularization (III), see Figure 5 d. Damages of line type can be identified, by using, for example, dictionary-based regularization (IV), see Figure 4 d. Regularization based on specially targeted dictionary can be used in identification of all these types of damages.

In an accompanying paper [9] we compared the sensitivity-based model updating combined with $l_1$-norm regularizer (II) with a computationally much more simple damage detection method, a kind of model assurance criterion method, a so-called Mode Shape Damage Index (MSDI). For a simple simulation setup, the damage localization property of the two methods gave comparable results. However, as expected, the MSDI results were more blurry. It would be interesting to investigate if sparsity could also be introduced into such simple methods.

4. Conclusions

In this paper we investigated a sensitivity-based FEMU method combined with several regularization techniques to identify damages with special properties of spatial sparsity.

It has been recognized quite recently that traditional sensitivity-based FEMU supplied with $l_2$-norm regularization (I) is not capable to precisely identify sparse damages or damages with sharp edges, as it was also shown in this paper. On the other hand, sparsity-based solutions, such as $l_1$-norm (II), $l_1$-norm total variation (III) and
dictionary-based regularizations (IV) can be successfully used in detection of damages with special spatial properties using, in addition, fewer spectrum components than the number of potentially damaged elements of the structure.
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Figure 5. Rectangular damage and damage identification results. a) True damage, b) Damage pattern found by $l_2$-norm regularization (I); c) Damage pattern found by $l_1$-norm regularization (II); d) Damage found by $l_1$-norm total variation regularization (III). All damage identification results are based on the first 17 natural frequencies and mode shapes and 20 measurement locations denoted by yellow stars.
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