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a b s t r a c t

Rock block removal is the prevalent physical mechanism for rock erosion and could affect the stability of
dam foundations and spillways. Despite this, understanding of block removal is still inadequate because
of the complex interactions among block characteristics, hydraulic forces, and erosive processes acting on
the block. Herein, based on a previously conducted physical experiment of erosion of a single rock block,
the removal processes of two different protruding blocks are represented by a coupled computational
fluid dynamics-discrete element model (CFD-DEM) approach under varied flow conditions. Additionally,
the blocks could be rotated with respect to the flow direction to consider the effect of the discontinuity
orientation on the block removal process. Simulation results visualize the entire block removal process.
The simulations reproduce the effects of the discontinuity orientation on the critical flow velocity
inducing block incipient motion and the trajectory of the block motion observed in the physical ex-
periments. The numerical results present a similar tendency of the critical velocities at different
discontinuity orientations but have slightly lower values. The trajectory of the block in the simulations
fits well with the experimental measurements. The relationship between the dimensionless critical shear
stress and discontinuity orientation observed from the simulations shows that the effect of block pro-
trusion becomes more dominant on the block incipient motion with the increase of relative protrusion
height. To our knowledge, this present study is the first attempt to use the coupled finite volume method
(FVM)-DEM approach for modelling the interaction behavior between the block and the flowing water so
that the block removal process can be reproduced and analyzed.
� 2023 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/

by/4.0/).
1. Introduction

Rock erosion induced by fluid flow is a complex process in the
evolution of natural landscapes. Rock erosion in bedrock channels
can be problematic for important parts of power stations such as
dam foundations, spillway channels, and other hydraulic structures
(Annandale, 2006; Lamb et al., 2015). The progression of rock
erosion downstream dams may compromise the stability of their
foundations and spillways, and even shorten their life (Coleman
et al., 2003; Billstein et al., 2006; George and Sitar, 2012; Pells
et al., 2015). Consequently, the existence of erosion leads to high
remediation costs and even poses a considerable risk to dam safety.
ock and Soil Mechanics, Chi-
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Accordingly, it is essential to predict and prevent rock erosion in
these types of projects with unfavourable hydraulic conditions.

The rock erosion process in bedrock channels implies that hy-
draulic forces remove bedrock blocks (Wohl, 1993; Whipple et al.,
2000a,b; Chatanantavet and Parker, 2009). The incipient motion
of the rock block occurs when the erosive capacity of the flowing
water exceeds the ability of the rock block to resist it (Annandale,
2006; George and Sitar, 2016). For developed turbulent flows, hy-
draulic erosional capacity mainly depends upon the dynamic water
pressure, the stream power, or the shear stresses (Coleman et al.,
2003; Billstein et al., 2006; Lamb et al., 2015; Dubinski and Wohl,
2013). The resistance of the rock blocks relies on their material
parameters and the characteristics of the rock joints, such as the
strength of the intact rock, the block weight and size, the block
shape, the joints spacing and the joint orientations (Wohl, 1993;
Annandale, 2006; Chatanantavet and Parker, 2009; Li and Liu,
2010). The complex interactions between flowing water and
oduction and hosting by Elsevier B.V. This is an open access article under the CC BY
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bedrock dominate the process of rock erosion, resulting in a chal-
lenge in predicting the occurrence of rock erosion.

Extensive investigations have studied the incipient motion of
rock blocks subjected to a variety of flow conditions, including open
channels, hydraulic jumps and plunge pools (Fiorotto and Rinaldo,
1992; Bollaert, 2002; Coleman et al., 2003; Bollaert and Schleiss,
2005; Annandale, 2006; Chatanantavet and Parker, 2009; Duarte,
2014). Semi-empirical and physically based approaches, such as
the erodibility index method (EIM) (Annandale, 1995, 2006) and
the comprehensive scour model (CSM) (Bollaert, 2002), are typi-
cally used to predict the threshold condition of the motion of the
rock blocks, since they are simplified and can be widely applied to
various flow conditions. The approaches commonly determine the
incipient rock block motion by comparing the erosive capacity of
the flowing water against the erodibility of the rock mass (George,
2015; George and Sitar, 2016). These models seldom reflect the
actual mechanism of the rock erosion process. Insights into the
mechanism are, therefore, essential to improve the understanding
of the rock erosion process. Scaled hydraulic model tests have been
conducted to represent the rock erosion failuremodes such as block
removal, brittle failure and fatigue failure (Coleman et al., 2003;
Melville et al., 2006; Chatanantavet and Parker, 2009; Dubinski and
Wohl, 2013; Lamb et al., 2015). Despite these efforts, experimental
studies rarely managed to represent the erosion process that
appeared in field sites. To simplify the complex problem that
erosion constitutes in the field, a local rock erosion process is
usually studied experimentally in a laboratory, e.g. erosion of a
single rock block (Bollaert, 2002; Coleman et al., 2003; Melo et al.,
2006; Federspiel et al., 2009; Asadollahi et al., 2011; George, 2015).
Koulibaly et al. (2022) conducted a laboratory-scale physical model
to determine the effects of rock mass parameters on erosion. They
studied individual and interactive effects of several hydraulic and
rock mass parameters on erosion. In nature, however, the occur-
rence of rock erosion involves more complex three-dimensional
(3D) rock geometries comprised of multiple blocks and various
flow conditions. Hence, a reliable method to handle real-life sce-
narios is needed.

To complement semi-empirical approaches and physical model
tests, numerical methods are an alternative means to model the
rock erosion process, even under the prototype scale. A computa-
tional fluid dynamics (CFD) model has been combined with a two-
dimensional (2D) universal distinct element code by Dasgupta et al.
(2011), and curvilinear immersed boundary method was used by
Khosronejad et al. (2011, 2013) to estimate the erosion formation
induced by flowing water. These numerical models first represent
the flowing water features from the CFD simulations; and there-
after, the obtained flow features are used as input parameters by
the other solver that evaluates the occurrence of the erosion of the
rock/channel bed. Although these numerical methods cannot fully
describe the interaction behavior between flowing water and the
surface of the bedrock, they still help to improve the understanding
of the erosion process.

In the past decades, particle-fluid flows have been successfully
simulated by different numerical approaches, in which the coupled
lattice Boltzmann method (LBM)-discrete element model (DEM)
and CFD-DEM approaches have been mostly used in engineering
applications, e.g. hydraulic fracturing, coastal sediment transport,
gas-solid fluidization, and aerosol deposition. Besides, Robinson
et al. (2014) employed a coupled smoothed particle hydrody-
namics (SPH)-DEM to simulate single and multiple particle sedi-
mentation in a 3D fluid column.

The LBM coupling with the DEM has been developed in recent
decades (Han and Cundall, 2011; Owen et al., 2011; Galindo-Torres,
2013; Zhang et al., 2014; Soundararajan, 2015; Rettinger and Rüde,
2022). LBM is a class of CFD methods, which discretizes the fluid
domain at the mesoscopic scale where the discrete Boltzmann
equation is solved with a collision model. The primary variable is
the distribution function. The macroscopic variables, e.g. density
and velocity, are calculated indirectly. Wang (2019) investigated the
proppant transport and the conductivity of proppant-packed hy-
draulic fractures by using the LBM-DEM approach. It is worth
noticing that Gardner and Sitar (2019) employed a coupled LBM-
DEM approach to evaluate the potential for rock erosion induced
by fast flowing water in rock channels, which simulates the dy-
namic interactions between the rock block and its surrounding
flow.

In this paper, an unresolved coupled CFD-DEM approach is
employed to simulate rock erosion processes. In the approach, the
Navier-Stocks equations are solved by the finite volume method
(FVM) to describe the fluid motion and the movement of individual
particles is simulated by DEM following the Newton’s law. The
approach has been successfully used in particle-laden flows such as
sediment transportation, geodynamical magmatic and seepage
flows (Chen et al., 2011; Furuichi and Nishiura, 2014; Zhao et al.,
2014; Fantin, 2018; Teng et al., 2021). Previous studies have
shown that the approach could reasonably capture not only the
motion of spherical particles under various flow conditions (Zhou
et al., 2010; Schmeeckle, 2014; Sun and Xiao, 2016a,b), but also
handle behaviors of non-spherical rigid bodies derived by flowing
water (Kruggel-Emden et al., 2008; Guo et al., 2012; Sun et al.,
2017). Accordingly, the coupled CFD-DEM approach has a great
potential to be a suitable tool for simulating the erosion process of
rock blocks; in this paper, the approach is used for the first time in
an attempt to model the rock erosion process. Since the erosion of
rock blocks highly depends on the interaction between the flowing
water and the rock blocks, the approach is expected to capture the
responses of a rock block when impacted by external flows.

This study adopts the coupled CFD-DEM approach to reproduce
the rock erosion processes observed in the experimental tests by
George (2015) at the University of California’s Richmond Field
Station. He conducted scaled hydraulic model tests in order to
investigate the influence of discontinuity orientation on block
erodibility over a range of flow scenarios. The experimental results
not only determined the threshold of the incipient motion of rock
blocks, but also reflected the failure mode of rock block erosion, i.e.
block removal. Based on the rock block geometries in the experi-
ments, this study reproduces two 3D rock blocks. After that, the
coupled CFD-DEM approach is used to represent the blocks’
removal process under various flow scenarios. The simulation re-
sults are used to determine the threshold of the rock blocks’
incipient motion and then examine their subsequent motion tra-
jectories. Finally, a comparison with experimental data from
George (2015) is performed, and the results are discussed.
2. Methodology

2.1. Coupled CFD-DEM framework

The coupled CFD-DEM approach consists of two open-source
software packages: OpenFOAM and LIGGGHTS. In the numerical
framework, the fluid behaviors described by Navier-Stokes equa-
tions are solved with the aid of CFD, whereas the dynamics of a
particle are described using Newton’s law and simulated by DEM.
The DEM assumes that the material, i.e. granular matter, bulk ma-
terial and rocks, is made of separate, discrete particles. Thanks to a
CFD-DEM engine, it facilitates accomplishing the coupling process
between fluids and particles. The coupling process is presented in
Section 2.1.3. Details of the two software package codes can be
found in Kloss et al. (2012) and Goniva et al. (2012).



Table 1
Dimensions of block mold.

Edge Dimension (m)

1 0.11
2 0.1477
3 0.1477
4 0.0881
5 0.0881
6 0.1
7 0.0219
8 0.0293
9 0.0293

Fig. 2. Grid of computational domain: (a) Normal grid, and (b) Finer grid.
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2.1.1. Fluid motion model
In this study, fluid motions are modeled by a large eddy simu-

lation (LES), wherein the spatially-filtered 3D Navier-Stokes equa-
tions are directly solved over time. As such, the eddymotions with a
scale larger than the mesh size of the numerical grid are resolved,
while smaller-scale motions are modeled using a sub-grid scale
model.

The fluid momentum equation is formulated as

rf

�
vεfvf
vt

þV$
�
εfvfvf

��
¼ �Vp� f pf þV$sþ rfεfg (1)

where rf is the density of fluid (kg/m3); vf is the velocity of fluid (m/
s); g is the acceleration of gravity (m/s2); εf is the volume fraction
occupied by the fluid in a cell; Vp is the pressure gradient; f pf ¼PNp

i¼1f
f
pi=DV is the force per unit volume of the particles acting on

the fluid, in which DV is the mesh-cell volume (m3); Np is the
particle number inside the cell; and f fpi is the interaction force
imposed by the fluid to the ith particle in the cell. s ¼ � 2ntSij is the
unresolved subgrid fluid stress provided by the dynamic Smagor-
insky model (Germano et al., 1991), where Sij is the resolved rate of
strain and nt ¼ ðCsDÞ2

ffiffiffiffiffiffiffiffi
2Sij

q
Sij is the sub-grid scale eddy viscosity

inwhich D is the characteristic filter length, i.e. the cubic root of the
cell volume and Cs is the Smagorinsky constant dynamically
computed to adapt to local flow conditions. The LESmodel has been
widely used for modeling flow around bluff bodies (Lysenko et al.,
2012, 2014; Lloyd and James, 2015; Etminan et al., 2017).

Herein, all simulations are performed in a domain of
2.193 m � 0.3 m � 0.864 m in the streamwise (x), vertical (y) and
cross-stream (z) directions, respectively, as shown in Fig. 1, and L is
the length of the block mold. The direction of the acceleration of
gravity is 77.5� from the bottom of the domain to mimic the flow
conditions in George (2015)’s experiments. The geometry of the
block mold is simplified based on the tetrahedral mold used in the
experiments by George (2015). The block tip at the bottom of the
mold is truncated to facilitate the structured grid generation in the
block mold region in order to improve the numerical stability of the
simulations. The dimension of the modified block mold is illus-
trated in Table 1. The origin of the coordinate is at the middle point
of edge 1. The block mold is 5L away from the inlet of the compu-
tational domain and at a distance of 10L from the outlet. The inlet
and outlet surfaces are selected as the water velocity inlet and
pressure outlet (atmospheric pressure) boundary conditions,
respectively. The top of the domain is treated as a frictionless rigid
lid, and a no-slip wall boundary condition is applied at the bottom
of the domain and at the side surfaces.

Fig. 2a shows the grid of the domain. The computational grid
contains 522,000 cells. The mesh is refined around the block mold
to better capture the interaction between the flowingwater and the
rock block. The first cell distance of the surfaces of the bottom and
Fig. 1. Computational domain of simulations.
block mold is 2.4 mm. Since unresolved coupling CFD-DEM used in
this study deals with particles’ size (introduced in the following
section) smaller than the CFD computational grid, the smallest size
of the grid cell, 2.8 mm � 2.4 mm � 2.8 mm, is close to the particle
size to increase the accuracy of the fluid-filled void area. In addi-
tion, to study the grid independence of the simulation, a more
refined grid shown in Fig. 2b is also generated. The number of cells
is 722,000, with the increased mesh resolution around the block
mold.

2.1.2. Particle motion model
The DEM is a Lagrangian method used for calculating the dy-

namics of each particle. The force and torque equations are based
on Newton’s second law and are written as follows:

mp
dvp
dt

¼ f gp þ f cp þ f fp (2)

Ip
dup

dt
¼ Tcp þ T fp (3)

where vp and up are the translational (m/s) and angular velocities
(rad/s) of an individual particle, respectively; f gp ¼ mpg is the
gravitational force (N), in whichmp is the mass of a particle (kg); f cp
is the contact force (N) due to interparticle collisions; and f fp is the
particle-fluid interaction force (N) acting on each particle by sur-
rounding fluid (introduced in Section 2.1.3); Ip is the angular
moment of inertia (kg m2); Tc

p is the torques (kg m2/s2) arising from
particle-particle or particle-wall collisions, which is computed by
inter-particle contact represented by an elastic spring and a viscous
damper. Further details are available in the work of Tsuji et al.
(1993). T fp is the torques (kg m2/s2) due to the particle-fluid inter-
action forces acting on the centroid of a particle.

2.1.2.1. (1) generation of irregular rock blocks. Two tetrahedral rock
blocks were used in George (2015)’s experiments to investigate the



Table 2
Dimensions of the two blocks.

Edge Block A dimension (m) Block B dimension (m)

1 0.1066 0.1037
2 0.1402 0.1387
3 0.1402 0.1387
4 0.087 0.084
5 0.087 0.084
6 0.1083 0.1062
7 0.0189 0.0183
8 0.0248 0.0244
9 0.0248 0.0244
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effect of rock protrusion height on the erosion process. In this study,
based on the block geometries used in the experiments (George,
2015), two simplified rock blocks shown in Fig. 3 are generated
by the multi-sphere method (Kruggel-Emden et al., 2008;
Amberger et al., 2012). The method clumps multiple particles
together and integrates them as one rigid body and then employs a
Monte Carlo resampling procedure to calculate the clump volume,
mass and center of mass (Amberger et al., 2012; Nan et al., 2022;
Shen et al., 2022). Fig. 3b shows the reproduced blocks A and B.
They consist of 2820 and 3120 spherical particles with a constant
diameter of 0.002 m, respectively, in which the degree of overlap
between the particles is 12%. The approximations of the geometries
for these two multi-spherical blocks are more than 90% compared
to the dimensions of the blocks used by George (2015). The di-
mensions of the blocks are listed in Table 2.
2.1.2.2. (2) contact force. Thanks to the multi-sphere method, the
algorithm of the contact force detection for multispheres is the
same as the method used for single spherical particles. Total forces
and torques on each multisphere are thus computed as the sum of
the forces and torques on its constituent particles. The contact force
model is formulated by springs in both tangential and normal di-
rections based on the work by Mindlin and Deresiewicz (1952),
which employs the Hertzian contact theory and the tangential force
displacement relationship. This study treats the multisphere as an
elastic body, whereas the boundary is defined as a stiffness wall.
The f cp due to particle-particle or particle-wall collisions consisting
of normal f n and tangential f s forces (N) is written as follows:

f cp ¼ f nþ f s ¼ ðkndn � rnvnÞ þ ðktdt � rtvtÞ (4)

where vn and vt are the relative velocities (m/s) of the two particles
in normal and tangential directions, respectively; and dn and dt are
the overlap distance (m) of two particles in the normal and
tangential direction, respectively. The elastic stiffnesses of a particle
(N/m) in the normal and tangential directions are

kn ¼ 4
3
E*

ffiffiffiffiffiffiffiffiffiffi
R*dn

p
(5)

kt ¼ 8G*
ffiffiffiffiffiffiffiffiffiffi
R*dn

p
(6)

where
Fig. 3. Two blocks used in the simulations: (a) Geometries of the two blocks, and (b)
Blocks reproduced by the multi-sphere method.
R* ¼ 1
Ri

þ 1
Rj
; E* ¼ �w2

i þ 1
Ei

þ
�w2

j þ 1

Ej
;G* ¼ 2ð2þ wiÞ

Ei

þ 2
�
2þ wj

�
Ej

where R, E and w are the radius, the Young’s modulus and the
Poisson’s ratios of two contacting particles i and j. The viscoelastic
damping constants (kg/s) of normal and tangential contact are

rn ¼ � 2
ffiffiffiffiffiffiffiffi
5=6

p
b
ffiffiffiffiffiffiffiffiffiffiffi
snm*

p
(7)

rt ¼ � 2
ffiffiffiffiffiffiffiffi
5=6

p
b
ffiffiffiffiffiffiffiffiffiffi
stm*

p
(8)

where Sn ¼ 2E*
ffiffiffiffiffiffiffiffiffiffi
R*dn

p
, St ¼ 8G*

ffiffiffiffiffiffiffiffiffiffi
R*dn

p
, m* ¼ 1

mpi
þ 1

mpj
and b ¼

ln effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðln eÞ2þp2

p , in which e is the coefficient of restitution.

All parameters of the contact model are presented in Table 3.
The density of the blocks is set as the values measured in the ex-
periments. Since previous numerical studies have demonstrated a
negligible effect of the decreased value of Young’s modulus (E) on
the particles’ physical behaviors in the DEM model (Zhou et al.,
2010; Chand et al., 2012; Zhao and Shan, 2013), a magnitude of
5� 108 Pa less than real values is chosen for E to decrease the time-
step size of the simulations. George (2015) conducted block yield
tests where the block mold was inclined from near horizontal to
sub-vertical until the block slide out. From the tests, the angle of
wall friction was determined to 16�. Accordingly, the coefficient of
friction for the particle-wall contact in the DEM model is set to
0.286. The value of the coefficient of restitution is 0.01, since the
rebound induced by particle collisions is assumed to be negligible.

2.1.3. CFD-DEM coupling process
The coupling process between CFD and DEM is accomplished

through the particle-fluid interaction forcemodel, which is detailed
in the work of Zhou et al. (2010). The forces acting on the particle
are calculated based on the volume fraction of particles and mean
particle velocity in a CFD cell when the particles in the CFD cell are
located. The formulation of the interaction force, f fp, is commonly
problem-specific. This study aims to numerically represent the
threshold of rock blocks’ incipient motion and their subsequent
Table 3
Particle parameters.

Parameter Unit Value

Particle diameter m 0.002
Coefficient of restitution 0.01
Poisson’s ratio 0.45
Young’s modulus Pa 5 � 108

Coefficient of friction 0.286
Particle density kg/m3 2360
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movement. Accordingly, the f fp consists of the fluid pressure
gradient, buoyancy, viscous, drag and lift forces since these forces
mainly contribute to the interaction between a particle and the
fluid (Zhou et al., 2010; Kloss et al., 2012). The f fp is then formulated
as

f fp ¼ f d þ f l þ f Vp þ f v (9)

where f d, f l, f Vp and f v are the drag, lift, pressure gradient
including the effect of buoyancy and viscous forces, respectively.

The f d is expressed by the following equation used in the work
of Schmeeckle (2014), who modeled the sediment transport pro-
cess from bedload to suspend-load condition:

f d ¼ 1
8
prfCdD

2
			vp � vf

			�vp � vf
�

(10)

where vp is the particle velocity vector (m/s) and Cd is the drag
coefficient calculated as

Cd ¼
�
0:9þ 4:8ffiffiffiffiffiffiffi

Rer
p

�2
(11)

where Rer is the relative Reynolds number

Rer ¼

			vp � vf
			rfD

mf
(12)

where mf is the dynamic water viscosity (kg/(m s)).
The f l acting on a spherical particle is modeled according to

Saffman lift arising from the pressure distribution on a particle in a
velocity gradient (Saffman, 1968) as

f l ¼ Clrfn
0:5D2

�
vp � vf

�
�
			vp � vf

			 (13)

where n is the kinematic viscosity (m2/s) and Cl ¼ 1.6 is the lift
coefficient.

The viscous and pressure gradient forces are defined as f v ¼ �
vp � V$s and f Vp ¼ � vp � Vp, respectively.

2.2. Simulation cases

Fig. 4a shows the initial scenarios (simulation time, t ¼ 0 s) of
the blocks with different protrusion heights (h) between the block
top surface and channel bed. The joint apertures for the two blocks
are 2 mm corresponding to the value of fixed discontinuity opening
Fig. 4. Initial scenarios of blocks: (a) Protrusion heights (h) of the two blocks, and (b)
Four different block model orientations.
used in the experiment conducted by George (2015). The block
mold is varied at 30�, 75�, 120� and 180� (a) to change the block’s
orientation with respect to the streamwise direction (x positive
direction) shown in Fig. 4b. Since George (2015) conducted a scaled
physical model test, the flow velocities in the experiments are in a
range of 2e3 m/s, which correspond to flow velocities of 6e10 m/s
in the prototype level. For each simulation, a varied water velocity
(uw) is imposed on the inlet surface shown in Fig. 1, and the value of
uw is increased every 8 s with increments of 0.05 from 1m/s to 3m/
s to determine the critical condition of incipient motion of the rock
blocks. All simulation cases are listed in Table 4. A total of nine
simulations are performed, in which case No. 5 with a finer grid is
used to study the grid independence.
3. Results

3.1. Threshold of incipient motion

As described in Section 2.2, the value of uw in each simulation is
gradually increased to ensure the occurrence of block motion in the
simulation. Through the simulation results, the behaviors of the
rock block can be clearly observed. In addition, to determine the
threshold conditions of rock block motion, the streamwise
displacement of the block, S ¼ xc e xint, is monitored, in which xc is
the location of the centroid of the block in the x direction and xint is
the initial position of the centroid of the block in the x direction.

Fig. 5aeh presents the change of Swith increasing uw. The value
of S at each simulation’s initial condition (t ¼ 0) is 0 m. As the
flowing water impacts the block, the block starts to move and
reaches a temporary steady state, as shown in Fig. 5. After that, the
block remains in a static state until uw increases to a critical value
inducing the incipient motion of the block. The block subsequently
starts to move and is finally taken out of the mold.

A combination of S values with the observed block positions is
then used to determine the critical flow velocity, uwc, inducing the
block incipient motion. Table 5 lists the value of uwc of each
simulation case. For a fixed h value, the threshold condition for
incipientmotion of the blocks is highly dependent on the value of a.
The block at a ¼ 120� presents a maximum resistance to scouring
and a minimum at a ¼ 75�. Based on previous works (Whipple
et al., 2000b; Coleman et al., 2003; Dubinski and Wohl, 2013), it
has been shown that increased block side length parallel to the flow
increases the block stability, whereas increased side length
perpendicular to the flow decreases the block stability. At a ¼ 75�,
the block has its maximum side length perpendicular to the flow
and its minimum side length parallel to the flow. However, this
suggestion is opposed to the block at a ¼ 120�. The block profile
protruding into the flow at a¼ 120� is narrow, leading to a minimal
drag force imposed on the block. In addition, the force induced on
the blockmold surfaces could also affect the erodibility of the block.
For a fixed a value, the block is more erodible with a larger value of
Table 4
Simulation cases.

Case No. uw (m/s) h (mm) a (�)

1 1e3 1.7 30
2 75
3 120
4 180
5 180 (refined grid)
6 4.5 30
7 75
8 120
9 180



Fig. 5. Streamwise displacement of the modeled blocks. The instantaneous flow velocity field is illustrated at the centerplane of the computational domain. The dotted lines with
arrow in each figure indicate the block positions with the increase of uw.
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Fig. 5. (continued).
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Table 5
Critical flow velocity inducing block incipient motion.

h (mm) a (�) uwc (m/s)

1.7 30 2.19
75 1.81
120 2.53
180 2.3
180 (refined grid) 2.28

4.5 30 1.82
75 1.57
120 1.95
180 1.84
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h since a small change in protrusion can have a significant effect on
the uplift of the block. Montgomery (1984) and Reinius (1986) have
pointed out that the uplift pressure coefficient for a block could be
increased with increasing protrusion height because of the
increased local velocity surrounding the exposed block. This is also
in line with the results by Lamb et al. (2015), who showed that to
Fig. 6. Trajectory of block motion: (a) h ¼ 1.7, a ¼ 30�; (b) h ¼ 1.7, a ¼ 75�; (c) h ¼ 1.7, a ¼ 12
and (h) h ¼ 4.5, a ¼ 180� . The dotted lines with arrow in each figure indicate the block po
increased protrusion height increase the critical Shields stress and
thereby the risk for plucking.
3.2. Trajectory of block movement

Once the incipient motion of a block occurs, the subsequent
movement of the block can reflect its failed mode (Tonon, 2007;
Lamb et al., 2015). Herein, the block trajectory of each simulation is
examined through a combination of observations, monitoring the
coordinates of the centroid of the blocks. Fig. 6 presents the tra-
jectory of the motion of the blocks. The blocks appear in translation
motion until sliding out of the block mold occurs, and no rotation is
observed. Under the value of a, the motion of two different pro-
truding blocks presents a similar tendency. For a fixed h value, the
movement behavior of the block is highly dependent on the degree
of a. The change of a varies the orientation of the block mold sur-
faces relative to the streamwise direction, varying the direction of
the forces induced by the block mold surfaces. Consequently, the
resultant force acting on the block is altered. As a result, the tra-
jectory of the block motion shows different tendencies for different
0�; (d) h ¼ 1.7, a ¼ 180�; (e) h ¼ 4.5, a ¼ 30�; (f) h ¼ 4.5, a ¼ 75�; (g) h ¼ 4.5, a ¼ 120�;
sitions.



Fig. 7. Mean flow velocity profile of block with h ¼ 1.7 mm at a ¼ 180� . The mean flow
velocity field is at the centerplane of the computational domain.

Fig. 8. Critical dimensionless shear stress as a function of block mold orientation.
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degrees of a. As a¼ 75�, 120� and 180�, the trajectories of the blocks
present a relative constant direction. In contrast, the motion of the
blocks at a ¼ 30� shows a varied direction.

As indicated in Figs. 5d and 6d and by the results in Table 5, the
refined grid case 5 shows a good agreement with the results ob-
tained in case 4. It implies that the simulation results are inde-
pendent of the numerical grid.
Fig. 9. Comparison with the critical flow velocities over a range of a in the physical
experiments.
3.3. Shear stress based description of block incipient motion

For no resistance to motion from surface interactions between
the block and block mold, the variables describing the incipient
motion of a protruding block are the flow parameters, including
critical flow shear velocity (u*wc), rf , g, mf ; and the block parameters
of rs, h, and block height (H) (Coleman et al., 2003). Herein, as
described in the previous sections, the effect of the block mold
surfaces on the blocks’ incipient motion is varied as the a changes.
Thus, the dimensional analysis yields the following dimensionless
parameters describing the blocks’ incipient motion in this study:

Incipient motion ¼ f

 
u*wc

2

gh
;
rs
rf
;
u*wcgh
mf

;
h
H
;a

!
(14)

where the first term is the particle Froude number, the second
term is the particle specific gravity, the third term is the particle
Reynolds numbers, and the fourth term is the relative protrusion of
the block. According to themanner of the analysis of Shields (1936),
the first two terms of Eq. (14) can be replaced by the critical
dimensionless shear stress, s*c ¼ sc=½ghðrs � rf Þ�. For fully turbu-
lent flows, the Shields diagram indicates that the threshold of the
incipient motion of a particle is not a function of particle Reynold
number formulated as the third term of Eq. (14) (Raudkivi, 1998).
Eq. (14) is then reduced to

Incipient motion ¼ f
�
s*c ;

h
H
;a

�
(15)

Herein, the shear stress, sc, is derived from the temporally-
averaged streamwise velocity profile:

sc ¼ m

�
vuw
vz

�
(16)

where the flow velocity profile of uw is obtained at the blue line
upstream of block x ¼ �0.06 m as shown in Fig. 7.

Fig. 8 presents the s*c as a function of a, with the data grouped
according to the relative protrusion height of the block h=H. It is
indicated that for a fixed value of a, protrusion has an inherent
effect on the erodibility of the block. With an increased value of
h=H, the s*c reduces. For a fixed h=H, the value of s*c significantly
relies on the degree of a. It is reasonable to hypothesize that the
difference of s*c values will narrow down if the value of h=H in-
creases. With the increase of h=H, the largest discrepancy of s*c
among degrees of a decreases from 33.1% to 16.9%, which may
imply that the effect of block protrusion becomes more dominant
on the block incipient motion. As evidenced by the work of
Coleman et al. (2003) for protruding fractured rock, the effect of
relative protrusion gradually dominates the erodibility of blocks as
it becomes larger.
4. Discussions

This study is based on the physical experimental tests conducted
by George (2015). He investigated the effects of 3D discontinuity
orientation on block erodibility over a range of flow conditions. The
results were analyzed to (1) determine the block erodibility
threshold and (2) examine the block removal behaviors. As such,
the numerical results herein are also analyzed on account of the
above aspects and then compared with the experimental data.



Fig. 10. Comparison with the block trajectories obtained in the physical experiments: (a) a ¼ 30� , and (b) a ¼ 180� .

Fig. 11. Comparison with the dynamic flow pressure head obtained in the physical experiments by George (2015): (a) At a ¼ 30� , the occurrence of block incipient motion occurred
around t ¼ 190 s; and (b) At a ¼ 180� , the occurrence of block incipient motion occurred around t ¼ 208 s.
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4.1. Block erodibility threshold

Fig. 9 illustrates the comparison of the numerical results with
the experimental data from George (2015). The numerical results
present slightly lower critical flow velocities but a similar tendency
to the test data. The maximum differences between the numerical
results and experimental data are 13.8% and 11.2%, corresponding
to h ¼ 1.7 mm and 4.5 mm, respectively. These discrepancies may
mainly be caused by a combination of protrusion and recession
effects of the blocks. Fig. 5 shows the block with a combination of
protrusion and recession after the block reaches a temporary steady
position, in which the upstream and downstream block edges
protrude above and recess below the surface of the channel bed,
respectively. As a result, the block protrusion perpendicular to the
streamwise direction is increased, lowering the resistance to block
incipient motion. This could also be evidenced by the works of
Montgomery (1984) and Reinius (1986) that stated that a small
increased protrusion could significantly affect block uplift. In
addition, the blocks in the numerical simulations are slightly
modified compared to the ones in the experiments. Their weights
are 8% less than the blocks in the physical experiments. Moreover,
the blocks are reproduced by spherical particles, resulting in a
rounded shape of the edges of the blocks rather than a sharp shape
as appeared in the experiments. As a result, the flow field around
the block edges could be influenced, which may also contribute to
the discrepancy.
4.2. Block removal behaviors

George (2015) studied block removal behaviors by analyzing
block removal modes and flow characteristics resulting in erosion
due to hydraulic loading. The trajectory of block motion reflects the
removal modes. Fig. 10 shows the trajectories of numerical results
compared with experimental data. Herein only cases 2 and 4 are
compared with the data available in George’s experiments. The
numerical results show a good agreement with the experimental
data. At a ¼ 180�, the trajectories of the block show a relative
constant direction, while a trajectory with a more varied direction
is observed at a ¼ 30�. This could be explained through the results
in Section 3.2, which indicates that the trajectory of the block is
mainly dominated by the degree of a. For a fixed a value, the
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different blocks could have similar behavior in their movement, as
shown in Fig. 6.

In addition, the flow feature leading to the block incipient mo-
tion is examined by monitoring the dynamic flow pressure since
the dynamic pressure in the fissure may create an uplift pulse
inducing the block motion (Hager et al., 2021). In George’s exper-
imental tests, the dynamic flow pressure is collected at the surface
of the block mold rather than at the surfaces of the block. As such,
the dynamic flow pressure head (hp) of each simulation is obtained
at the points as shown in Fig. 11b. Points 1, 2 and 3 are the same as
the positions 4, 8 and 12 in the experiment by George (2015). Fig. 11
shows the flow dynamic pressure head during block removal. Like
the experimental data, the numerical results show a fairly constant
dynamic pressure head from the block incipient motion to block
removal. No obvious impulses are monitored at any of the block
mold surfaces. This implies that the contribution of dynamic water
pressure in the block mold is limited on rock erosion process in the
simulation cases, which implies that it is not a critical parameter in
this particular case. At a ¼ 30�, the experimental data at point 1
show the value in a range of 1.75e1.95 m, and the data at points 2
and 3 are in a range of 1.45e1.55 m. At a ¼ 180�, the experimental
data at points 1, 2 and 3 are almost the same over a range of 1.72e
1.94 m. Compared to the experiments, the value of hp in the sim-
ulations is smaller. The difference comes from the different critical
flow velocities between the experiments and simulations. As
indicated in Fig. 9, the values of uwc in the simulations are slightly
smaller than the values in the experiments, resulting in lower
turbulent intensity. As a result, the strength of the dynamic water
pressure decreases in the simulations.
4.3. Limitations and further research

This study represents block removal under pure water flow
conditions. In practice, the flow inducing rock block erosion usually
entrains a large amount of air (Dubinski and Wohl, 2013) and even
particles of sediment, which could also affect the rock block erosion
process. These aspects could be included in the numerical model by
implementing more physics-based models such as two-phase
models and are recommended to be studied in future work. Be-
sides, two tetrahedral blocks are used in the simulations rather
than rectangular blocks that are closer to real rock blocks. The
following work therefore will focus on the erosion process of
rectangular blocks. Another limitation of this research is the
absence of multi-block influences. Lamb et al. (2015) pointed out
that surrounding rock blocks could significantly affect the rock
erosion process. In our future work, we will focus on conducting
physical and numerical experiments to represent the process of
multi-block erosion. Additionally, the fracture aperture is a fixed
parameter in this paper. Thus, the influence of fracture aperture on
the erosion process is recommended to be studied in future work.
5. Conclusions

This study applied a coupled CFD-DEM approach to simulate the
erosion processes of two 3D rock blocks. The two blocks are
generated according to the geometries of blocks in physical
experimental tests conducted by George (2015). Each block is
placed at four different orientations with respect to the streamwise
direction. A varied flow condition is then employed to induce the
incipient motion of the block. The numerical model describes the
interactions between the flowing water and the block, and can
reasonably well capture the block removal process. This study, for
the first time, attempts to use the coupled FVM-DEM approach to
model this interaction behavior that dominates the block erosion
process. Moreover, the removal process of the block is visualized
and quantitatively characterized.

Throughout the period of each simulation, the threshold of
block incipient motion is determined, which highly rely on the
degree of the block’s orientation with respect to the streamwise
direction. The trajectory of the block movement is subsequently
monitored. All blocks appear in translation motion until sliding out
of the block mold occurs. Furthermore, the effect of the orientation
of the block on the threshold of incipient motion is quantitatively
characterized by s*c. The effect of block protrusion gradually plays a
dominant role in the block incipient motion as the value of pro-
trusion height increases.

In addition, the simulations yield results in reasonable agree-
ment with the physical experimental data obtained by George. The
numerical model is able to capture the block removal behavior
since the trajectory of the block observed in the simulations is
almost identical to experimental data.
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List of symbols

a Block’s orientation with respect to the streamwise
direction (�)

w Poisson’s ratios of a particle
s Fluid stress tensor (Pa)
sc Critical bed shear stress (Pa)
s*c Dimensionless critical shear stress
dn Overlap distance of two particles (m)
dt Tangential displacement between two particles (m)
up Angular velocity of a particle (rad/s)
εf Fluid volume fraction in a unit cell
mf Water viscosity (kg/(m s))
n Water kinematic viscosity (m2/s)
nt Sub-grid scale eddy viscosity (m2/s)
rf Water density (kg/m3)
rs Particle density (kg/m3)
D Characteristic filter length (m)
Vp Pressure gradient (N/m3)
DV Mesh-cell volume (m3)
Cd Drag coefficient
Cl Lift coefficient
Cs Smagorinsky constant
D Particle diameter (m)
E Young’s modulus of a particle (Pa)
E* Effective Young’s modulus (Pa)
e Coefficient of restitution
f Vp Pressure gradient force including buoyancy (N)
f d Drag force (N)
f l Lift force (N)

http://www.svc.nu
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f v Viscous force (N)
f n Normal force between particles (N)
f s Tangential force between particles (N)
f pf Averaged interaction force imposed by particles to

surrounding fluid in a mesh cell (N)
f cp Contact force between particles (N)
f fp Particle-fluid interaction force acting on a particle by

surrounding fluid (N)
f fpi Interaction force imposed by the fluid to the ith particle in

a cell (N)
f gp Gravitational force of a particle (N)
g Acceleration of gravity (m/s)2

G* Effective of shear modulus
h Protrusion height (m)
hp Dynamic flow pressure head (m)
H Block height (m)
Ip Angular moment of inertia (kg m2)
kn Elastic stiffness of a particle in the normal direction (N/m)
kt Elastic stiffness of a particle in the tangential direction (N/

m)
L Length of block mold (m)
mp Mass of a particle (kg)
mi Mass of ith particle (kg)
n Number of a particle
Np Particle number inside a cell
R Particle radius (m)
R* Effective of particle radius (m)
Rer Relative Reynolds number
rn Viscoelastic damping constants of normal contact (kg/s)
rt Viscoelastic damping constants of tangential contact (kg/

s)
S Streamwise displacement of the block (m)
Sij Resolved rate of strain (s�1)
Tcp Torques due to the contact forces (kg m2/s2)
T fp Torques due to the particle-fluid interaction forces (kg

m2/s�2)
uw Water velocity imposed on the inlet surface of the

computational domain (m/s)
uwc Critical mean water velocity (m/s)
u*wc Critical flow shear velocity (m/s)
vi Velocity of ith particle (m/s)
Vp Particle volume (m)3

vf Velocity of fluid (m/s)
vp Velocity of a particle (m/s)
vn Relative velocity of two particles in a normal direction (m/

s)
vt Relative velocity of two particles in a tangential direction

(m/s)
xc Location of the centroid of the block in the streamwise

direction (m)
xint Initial position of the centroid of the block (m)
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