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Abstract: The grain texture of the as-printed material evolves during the laser-based powder bed
fusion (PBF-LB) process. The resulting mechanical properties are dependent on the obtained grain
texture and the properties vary depending on the chosen process parameters such as scan velocity and
laser power. A coupled 2D Cellular Automata and Finite Element model (2D CA-FE) is developed
to predict the evolution of the grain texture during solidification of the nickel-based superalloy
625 produced by PBF-LB. The FE model predicts the temperature history of the build, and the
CA model makes predictions of nucleation and grain growth based on the temperature history.
The 2D CA-FE model captures the solidification behavior observed in PBF-LB such as competitive
grain growth plus equiaxed and columnar grain growth. Three different nucleation densities for
heterogeneous nucleation were studied, 1 × 1011, 3 × 1011, and 5 × 1011. It was found that the
nucleation density 3 × 1011 gave the best result compared to existing EBSD data in the literature.
With the selected nucleation density, the aspect ratio and grain size distribution of the simulated
grain texture also agrees well with the observed textures from EBSD in the literature.

Keywords: additive manufacturing; SLM; microstructure; equiaxed; columnar; CET; numerical; simulation

1. Introduction

Additive manufacturing (AM) is transforming the manufacturing industry by allowing
complex-shaped geometries to be manufactured while reducing material waste compared
to subtractive methods such as milling [1]. In additive manufacturing, the material is
added in a layer-by-layer approach and by subsequently melting the added material with
a heat source it is fused into a solid structure [2]. Laser-based powder bed fusion (PBF-
LB) is one of the most common additive manufacturing methods where a thin layer of
metal powder is first spread and then selectively melted using a laser beam, also known
as selective laser melting (SLM) [3]. The nickel-based superalloy 625 is a common AM
material and it is widely used in the aerospace, chemical, and petrochemical industries due
to its good yield strength, creep strength, and weldability [4], as well as its good oxidation
and corrosion resistance [5]. Dendritic columnar and equiaxed microstructures are typically
seen in alloy 625 parts produced by PBF-LB [6,7]. These microstructural features arise from
dendritic crystal growth. As the crystals grow, grains are forming consisting of dendritic
crystals that share the same crystallographic orientation. The grain texture refers to the
distribution of these grains and their crystallographic orientations. Each oriented crystal
has its preferential growth direction. If the preferential growth direction is aligned with
the maximum heat flow direction it is more likely to sustain its growth and outcompete
other growing crystals. This is known as competitive grain growth which has a significant
influence on the grain textures of PBF-LB produced materials. The maximum heat flow
direction in additive manufacturing is along the build direction which causes pronounced
columnar grain textures oriented along the build direction as seen in Malmelöv et al. [8].
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The mechanical properties of the produced material will vary depending on the obtained
grain texture. Through modeling, the desired mechanical properties can be obtained, while
costly, time consuming, and material-demanding physical tests can be avoided. To be
able to model the grain texture evolution, the solidification process in AM needs to be
understood. Figure 1 illustrates the solidification process and the characteristics of the
as-solidified grain texture. Additive manufacturing is comparable to many repetitive welds
and therefore it is assumed that the nucleation and grain growth mechanisms are similar to
those of the welding described by Kou [9]. There are two competing nucleation mechanisms
that take place while the melt pool is solidifying: epitaxial nucleation and heterogeneous
nucleation. Epitaxial nucleation occurs [10] at the interface between solid material and the
end of the solidification zone. Pre-existing crystals that are partially re-melted start to grow
into the undercooled liquid to form columnar grains. Heterogeneous nucleation occurs in
the undercooled liquid where grains nucleate due to bulk nucleation which forms equiaxed
grains. If the equiaxed zone grows large enough, the columnar front will be prevented from
growing further and the Columnar-to-Equiaxed Transition (CET) takes place. By varying
the process parameters, the equiaxed zone can be more likely to sustain its growth due to
more favorable conditions which promotes the CET [11,12].
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Figure 1. Nucleation and grain growth mechanisms in welding [9] which is assumed to be similar as
in additive manufacturing.

There are three common models used to predict the grain texture during solidification:
the Phase Field (PF) model, the Cellular-Automata (CA) model, and the Kinetic Monte-
Carlo (KMC) model [13,14]. The PF model is used to predict the dendritic growth during
solidification, resulting in a high-resolution prediction of the dendritic growth but is thus
also limited to predictions containing a few dendrites [15]. The CA model describes the
dendritic growth on a cell grid where each cell can exist in different states and the cells
evolve between states according to predefined transition rules. The model applies to
mesoscale objects since only the growth of the dendrite tip is considered which significantly
reduces the computational time compared to the PF model that considers the entire liquid–
solid interface of the dendrite. The KMC model is computationally efficient enough
to reproduce full 3D microstructures that agrees with experimental findings [16], but it
cannot predict grain texture since it does not incorporate the effects of crystallographic
orientation and competitive grain growth [13,16]. The CA model was deemed as most
suitable to predict the characteristics of the printed grain texture efficiently and accurately
in a mesoscale context applied to PBF-LB.

In the 1990s, Gandin and Rappaz developed a CA model to predict the grain texture
evolution during solidification of casted parts [12,17,18]. CA models have gained popu-
larity for simulating the grain texture evolution in alloys manufactured by PBF-LB due
to the advancements in the field of additive manufacturing. Typically, 2D CA models are
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used for their computational efficiency while being capable of simulating realistic grain
textures [19,20]. Dezfoli et al. [19] used a 2D CA model to simulate the grain texture from
single-track PBF-LB processed alloy 718. A cell spacing of 0.2 µm was used in their CA
model when considering the PBF-LB process conditions of 150 W for three different scan ve-
locities of 500, 400, and 300 mm/s. The cell spacing is an important parameter that controls
the spatial resolution in the CA model. Rai et al. [20] developed a 2D CA model to predict
the grain texture of alloy 718 consisting of 10 layers processed by electron beam powder
bed fusion (PBF-EB). The CA model with a cell spacing of 0.5 µm was used to compute the
grain texture based on the thermal history obtained with a 2D Lattice Boltzmann model. In
their case, the process condition for PBF-EB was a scan velocity of 2200 mm/s and a power
of 594 W.

Although 2D models do produce realistic results for AM, they do not capture all aspects
of grain growth. For example, the 2D model would not be able to capture the influence
on the grain texture when grains are growing out of the plane. Numerous researchers
have developed 3D CA models capable of simulating the grain texture evolution that also
captures the growth of grains out of the plane [21,22]. Koepf et al. [21] developed a 3D
CA-FE model that re-uses the thermal field obtained using a finite element (FE) model with
four printed layers. They predicted the grain texture of the nickel-based alloy CMSX-4
produced by PBF-EB. With the re-use of the temperature field, the computational time
was significantly reduced. The process conditions included a power of 300 W and a scan
velocity of 500 mm/s. A spatial resolution of 10 µm was used to capture the evolution of the
grain texture. Teferra and Rowenhorst [22] developed a 3D CA model where parallelization
was implemented to increase computational efficiency. The PBF-LB process with a power of
175 W and a scan velocity of 500 mm/s was simulated to study the grain texture evolution
of 316 L stainless steel using a spatial resolution of 1.875 µm in the CA model.

First and foremost, in the highlighted findings mentioned above, it is seen that the
spatial resolution is lower for 3D models than for 2D models, and thus the accuracy of
a 3D model is inherently lower. Hence, there is a need for 2D CA models that can be
used both with a fine spatial and temporal resolution while also giving a reasonable
computational time. In 2D CA modeling, the two competing nucleation mechanisms have
a significant influence on the predicted grain texture. One of these is, as mentioned earlier,
heterogeneous nucleation, and the choice of nucleation parameters are essential for success
in grain texture modeling as highlighted in the review by Körner et al. [13]. The importance
of choosing nucleation parameters for 2D CA models is often neglected such that nucleation
density and heterogeneous nucleation are not considered. In this work, a method of finding
suitable nucleation parameters for heterogeneous nucleation is proposed by calibrating
them with respect to existing EBSD data in the literature. Secondly, the largest contribution
to the computational time is from the thermal model. Therefore, there is a need for efficient
3D FE models that can resolve the temperature history for complex scan strategies seen in
PBF-LB. In this work, a 3D FE heat transfer model is developed capable of simulating the
temperature history over many deposited layers. Thermal models coupled with fluid flow
such as in Dezfoli et al. [19] are used in conjunction with models for grain texture evolution.
These models have the possibility to give a high resolution of the temperature field but
with the price of a high computational cost. Typically, 2D Lattice Boltzmann methods are
also used coupled with particle interactions such as in Rai et al. [20]. However, since heat
transfer is a 3D phenomenon, the accuracy of the temperature history from such a model
will be inherently lower and it cannot resolve the temperature history involving rotation
scanning strategies which are often used in PBF-LB.

The aim of this work is to develop an efficient 2D CA-FE model that can predict the
grain texture of the nickel-based superalloy 625 processed by PBF-LB. Both heterogeneous
nucleation and epitaxial nucleation are considered in the model. Such a model can be
used to obtain a better understanding of how the grain texture of the printed material
is influenced by the many process parameters in PBF-LB. The prediction is based on
the temperature history obtained with a 3D FE heat transfer model for a set of process
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parameters from the work by Malmelöv et al. [8]. The heat transfer model combined with
a 2D CA model is proposed to efficiently compute grain growth and nucleation in alloys
produced by PBF-LB. This enables an efficient modeling approach capable of predicting the
grain texture in PBF-LB which evolves over many deposited layers. Nucleation parameters
are determined through calibration with regard to existing EBSD data in the literature.
The PBF-LB process conditions are then changed relative to the calibration case for model
validation to see if the model captures changes in the grain texture depending on the
process conditions.

2. Materials and Methods

This section describes the coupled CA-FE model for simulating the grain texture of
PBF-LB processed alloy 625. The coupling between the CA and FE model is a one-way
coupling. The temperature field is first computed with the FE model and the grain texture is
computed as a post-process procedure after all timesteps are computed in the FE model. The
finite element model is simulated in MSC Marc with in-house developed AM subroutines
and the temperature history is imported into MATLAB where the computations of the
CA model are made. The grain texture is computed from a two-dimensional cross section
based on the thermal history obtained from the finite element model.

2.1. Finite Element Model

The finite element model was developed to take into account the process conditions
for PBF-LB processed alloy 625 as presented in Malmelöv et al. [8]. A wall geometry (length
60 mm, width 4 mm, and height 30 mm) was built in their work and the thermal history for
a small part of that build is simulated here (total hatch width 540 µm, scan length 300 µm,
total build height 200 µm). The FE model consists of 15 deposited layers with a layer
thickness of 20 µm where each layer consists of 9 hatches with the hatch spacing 60 µm
and hatch length 300 µm. The scanning strategy was bi-directional and the elements were
activated according to the “inactive” element approach. Figure 2 illustrates the multi-layer
deposition model composed of the finite element discretization of all deposited layers and
the build plate.
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Figure 2. Finite element discretization of the deposited material and substrate where the grain texture
is predicted with the CA model in the cross-section in the middle of the deposited layers (green lines).
The red arrows indicate the bi-directional scanning strategy.

The discretization of the added layers consists of hexagonal elements with a height
of 5 µm which means that one layer consists of four elements in the build direction. In
between the added hatches and layers there is a short time of cooling to take a real-life
scenario into account. Cooling between hatches was set to the total width of the printed
wall divided by the scanning velocity. Cooling between layers was set to the total number
of hatches of the printed wall multiplied by the time for cooling between hatches plus
additional time for powder recoating. The grain texture is modelled on the BD-TD plane
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(build direction, transverse direction) indicated by the green lines in the figure. Two
different process parameters are considered, case A and case B, where the power and
scan velocity changes. Case A is used for model calibration and case B is used for model
validation of the simulated grain texture.

The temperature history is computed from the finite element model by solving the
heat conduction equation,

∂
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∂T
∂x

)
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∂
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∂
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+

.
q = ρcp

∂T
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(1)

where T is the temperature,
.
q is the internal heat generation, ρ is the density, and t is the

time. The heat conductivity k and specific heat cp is given as a function of the temperature
as shown in Figure 3.
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The initial condition is applied as,

T(x, y, z, 0) = T0 (2)

where T0 is the ambient temperature, and the boundary conditions for a free surface are
applied as,

k
∂T
∂n
− qs + h(T − T0) + σε(T4 − T4

0 ) = 0 (3)

where ∂T
∂n is the temperature change with respect to the normal direction of the surface

and qs is the external heat flux. h(T − T0) is heat flow from convection where h is the
heat transfer coefficient. The term σε

(
T4 − T4

0
)

gives the heat dissipation from radiation
where σ is Stefan-Boltzmann’s constant and ε is the emissivity. Dissipation of heat through
convection and radiation is considered during deposition and cooling between layers on
the top surfaces with the emissivity and convective heat transfer coefficient set to 0.28 and
18 W/(m2·K) , respectively [25]. After cooling between layers, recoating occurs and another
powder layer is spread onto the deposited layer. During this time, the convection and
radiation is inactivated in the model. This is motivated by the fact that the conductivity of
the powder is considerably much lower than that of the solidified material [26]. A heat flux
film of 500 W/(m2·K) is applied as a boundary condition to the bottom and the sides of the
build plate to represent the heat that is conducted to the remaining parts of the build plate
and to the fixture of the build plate [8]. Latent heat was set to 150 kJ/kg in the interval
1189–1336 ◦C for both solidification and melting [27]. The latent heat is released as a linear
function between the liquidus and solidus temperature.
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Goldak’s double ellipsoid heat input model [28] is used to replace the physics of the
generation of heat and to mimic the heat input from the laser beam. This model applies a
heat flux to all integration points inside of the ellipsoidal geometry which can be described
by the following equation,

q f ,r(x, y, z, t) =
β6
√

3 f f ,rQ
abc f ,rπ

√
π

e
−3x2

a2 e
−3y2

b2 e
−3(z+v(τ−t))2

c2
f ,r (4)

where Q is the power input, v is the velocity of the heat source, t is the time, β is a scale
factor, τ defines the position of the heat source at t = 0, and f f , r defines the fraction of heat
deposited in the forward or rear region. The subscripts f and r denotes the forward and
rear part of the ellipsoid. The lengths a, b, and c are half of the width, depth, and length of
the ellipsoid. The net input power Q is given by,

Q = ηQnom (5)

where Qnom is the nominal heat input and η is the efficiency factor accounting for losses
such as reflection and spattering. Table 1 gives a summary of the parameters used in
the finite element model. The heat source parameters were chosen based on previous
experience and it was ensured that the entire added layer was melted and that the previous
deposited layers and hatches were partially remelted.

Table 1. Parameters in the finite element model.

Property Value Unit

Power input QA [8] 100 W
Scan velocity vA [8] 1200 mm/s
Power input QB [8] 160 W
Scan velocity vB [8] 1400 mm/s
Heat source efficiency factor η 0.34 -
Half width of heat source a 35 µm
Depth of heat source b 20 µm
Forward length of heat source c f 15 µm
Rear length of heat input source cr 25 µm
Initial and ambient temperature T0 500 °C
Density ρ [24] 8440 kg/m3

To ensure that the correct amount of heat input is added to the model in each timestep,
the scale factor β is added to Equation (4). This scale factor has two parts that it compensates
for. The first part is related to the 5% cut-off limit that was proposed by Goldak et al. [28].
This cut-off limit is such that if the volumetric heat flux is below 5% of the peak value it is
set to zero. In Lindgren [29], an analytical integration of the heat source equation with the
given boundary conditions shows that only 89% of the power is supplied into the model.
The second part is related to the loss of heat input due to the discretization. A coarser
mesh will generally give a larger loss from the numerical integration of the heat source
equation. This loss will vary between each time step depending on the element length in
the welding direction, the velocity, and the time step length. The scale factor β is added
to Equation (4) to compensate for the heat loss. The scale factor is computed as the ratio
between the wanted heat input over the actual heat input. Since the second part of the heat
input loss varies in a non-predictive way, it must be computed in each time step. In the
current approach, it is conducted such that the scale factor from the previous time step is
used as a first guess in the first iteration of the current time step. The scale factor is then
computed and applied in the subsequent iteration. Principally, the change in the scale
factor can perturbate the solution between the first and second iterations. However, in
practice it has been seen that there is little to no increase in the total number of iterations
when solving an AM model using this approach.
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2.2. 2D Cellular Automata Model

The cellular automata model is based on the framework developed by Gandin and
Rappaz [12,17,18] and is described in this section. The temperature history is imported
from the finite element model into MATLAB and a linear interpolation to the CA cell grid
is made. A finer grid was used for the CA model because it is not as computationally
expensive as the FE model. The CA grid contains cells with the spacing l between cells and
the spacing between cells was set to 0.5 µm compared to the 5 µm element size in the FE
model. The temporal resolution is also refined in the CA model according to,

∂tCA = 0.25· l
max(v(∆T))

(6)

where v(∆T) is the growth velocity of the dendrite tip as a function of the undercooling.
This adaptive timestep algorithm ensures that the dendritic network does not grow more
than a quarter of the cell spacing in a single timestep.

Each cell in the grid has its own defined neighborhood and the cell can exist in a solid,
nucleated, growing, or liquid state. The neighborhood controls the transition between the
states and a Moore’s second-order neighborhood with 24 neighbors was used. The cell is
said to be liquid when its temperature T is higher than the liquidus temperature TL and
the nucleation of a liquid cell is controlled by its undercooling ∆T defined as the change in
temperature below the liquidus temperature. From the liquid phase, a cell can be nucleated
into the growing phase and the growth is computed according to a modified version of
the decentered square growth algorithm developed by Gandin and Rappaz [17]. The cell
becomes solid when the temperature is below the solidus temperature TS.

2.2.1. Nucleation

Additive manufacturing has many similarities to welding and it is assumed that the
nucleation mechanisms are similar to those of welding. Kou [9] notes that one of the main
types of nucleation in welding is epitaxial nucleation where pre-existing grains at the fusion
boundary are partially remelted which reactivates the grain growth without altering the
crystallographic orientation. This type of nucleation is considered in the model. Non-
epitaxial growth at the fusion boundary is not considered since this is an effect when two
different materials (or different crystal structures) are joined together. This is an important
nucleation mechanism for aluminum alloys, and it was considered in the CA model by
Mohebbi and Ploshikhin [30]. In this model, both the substrate and the deposited material
are alloy 625 where epitaxial growth largely influences the grain evolution in PBF-LB [7]
and non-epitaxial nucleation at the fusion boundary is neglected. New grains can also form
from the nucleus caused by dendrite fragmentation, grain detachment, surface nucleation,
and heterogeneous nucleation [9]. Dendrite fragmentation and grain detachment occur
when convection carries detached dendrite fragments or partially detached grains into the
weld pool which forms new nuclei. Surface nucleation can occur when a stream of cooling
gas causes undercooling on the surface inducing nucleation effects. The effect of these
three types of nucleation is neglected in the model since they are assumed to be limited
in the protected environment in PBF-LB. It is also indirectly accounted for in the fourth
mechanism where new nuclei originate from heterogeneous nucleation on foreign particles
in the liquid melt pool.

Heterogeneous nucleation is accounted for in the model in a similar way as proposed
by Gandin and Rappaz [12,18]. In their work, the nucleation was treated by heterogeneous
nucleation from surfaces or through bulk nucleation in the undercooled liquid. They
added the surface nucleation phenomena to capture nucleation sites on the mold walls
where nuclei more easily can form due to impurities in the wall. This is not necessary
for AM simulations due to the lack of surfaces such as mold walls. Heterogeneous bulk
nucleation is dealt with by introducing a nucleation density parameter n(∆T) that describes
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the number of nucleation sites per cubic volume. The total number of nucleation sites is
then given as,

Nmax = nmaxV (7)

where V is the volume of the undercooled liquid. The rate of change for the nucleation den-
sity is given by a Gaussian distribution, hence, we can formulate the nucleation density as a
function of the undercooling with the integral of the Gaussian probability density function,

n(∆T) =
∫ ∆T

0

dn(∆T)
d(∆T)

d(∆T) =
nmax

∆Tσ

√
2π

∫ ∆T

0
exp(−1

2

(
∆T − ∆Tavg

)2

(∆Tσ)
2 ) d(∆T) (8)

where ∆Tavg is the average undercooling and ∆Tσ is the standard deviation for the Gaussian
distribution, respectively.

Bulk and surface nucleation is sufficient for simulating the solidification of casted parts.
For additive manufacturing or any other welding procedure, the epitaxial grain growth
must be considered which occurs at the fusion boundary. The nucleation for epitaxial
growth is treated in a similar way as the heterogeneous nucleation by re-activating the
growth of solid cells according to a Gaussian distribution at high undercooling and at
temperatures near the solidus temperature. Figure 4 schematically illustrates the concept
of heterogeneous nucleation for bulk nucleation and epitaxial growth. The increase in
nucleation sites with respect to the undercooling is given by the blue curve, whereas the
red curves describe the total number of available nucleation sites.
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In the CA model, the heterogeneous nucleation is treated by first computing the
total number of nucleation sites according to Equation (7). The cross-section area is used
instead of the volume for 2D CA models for a given maximum nucleation density. With
the number of nuclei known, random cells are chosen and selected as nucleation sites.
Each selected cell is appointed a critical undercooling ∆Tcrit, randomly chosen from the
Gaussian distribution with the average ∆Tavg and the standard deviation ∆Tσ. When the
critical undercooling is exceeded, the nominated cell nucleates, and the cell is assigned a
crystallographic orientation. Figure 5 illustrates the concept of heterogeneous nucleation
implemented in a cellular automata application. All cells are nominated for epitaxial
nucleation, and the reactivation of the growth occurs when the temperature is above the
solidus temperature plus the contribution from the Gaussian distribution. The average of
the distribution for the epitaxial nucleation was chosen such that the undercooling from
the average to the solidus temperature is the same as the undercooling from the average
of the heterogeneous nucleation distribution to the liquidus temperature. The standard
deviation for the distribution was kept the same for both distributions. A summary of the
nucleation parameters is given in Table 2.
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Table 2. Nucleation parameters in the CA model.

Property Value [°C]

Average bulk nucleation temperature ∆Tb
avg [18] 5.5

Standard deviation bulk nucleation ∆Tb
σ [12] 0.1

Average epitaxial nucleation temperature ∆Te
avg 141.5

Standard deviation epitaxial nucleation ∆Te
σ 0.1

Liquidus temperature TL [8] 1336
Solidus temperature TS [8] 1189

2.2.2. Grain Growth

After nucleation, the cell is given a random crystallographic orientation θ represented
by a random integer between 0 and 45 degrees. As a cell has been nucleated, it is allowed
to grow. Cells with a temperature between the liquidus and the solidus temperature in the
mushy zone are said to be growing. In the growing phase, the dendrite tips grow with the
velocity v(∆T). The dendrite tip velocity can analytically be computed with the Lipton-
Glicksman-Kurz (LGK) model [31] and the Kurz-Giovanola-Trivedi (KGT) model [32]. A
simplified expression of the LGK model is commonly used for CA models [22,33,34] which
also is used in this work. This expression relates the growth velocity of the dendrite tip as a
function of the undercooling as,

v(∆T) =
DL

5.51π2(−mL(1− k))1.5Γ

(
∆T2.5

C1.5
0

)
(9)

where DL is the diffusion coefficient in liquid, mL is the liquidus slope, k is the partition
coefficient, Γ is the Gibbs-Thomson coefficient, and C0 is the initial concentration. A
polynomial function was fitted to this model to further simplify the calculations,

v(∆T) = a1∆T + a2∆T2 + a3∆T3 (10)

where a1, a2, and a3 are the polynomial coefficients. The values for the growth kinetic
parameters are listed in Table 3 together with the polynomial coefficients. The growth
kinetic parameters are taken for a binary approximation of a nickel-based superalloy, and it
is assumed that most nickel-based superalloys share similar growth kinetics.
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Table 3. Growth kinetics parameters for a binary approximation of a nickel-based superalloy.

Property Value Unit

Diffusion coefficient DL [35] 3× 10−9 m2/s
Liquidus slope mL [35] −10.9 K/wt%
Partition coefficient k [35] 0.48 -
Gibbs− Thomson coefficient Γ [35] 10−7 K·m
Initial concentration C0 [35] 4.85 wt%
1st polynomial coefficient a1 −4.6× 10−4 -
2nd polynomial coefficient a2 2.80× 10−5 -
3rd polynomial coefficient a3 1.46× 10−7 -

In the growing stage, each cell is represented by its growing square oriented with
the crystallographic orientation θ where the corners of the square represent the primary
dendritic tips that grow according to Equation (10). The square envelope is visualized in
Figure 6 and half of the square’s side can be computed as follows:

L(t) =
1√
2

∫
v(∆T) dt (11)
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Figure 6. Square envelope of the growing central cell marked by a blue square and its first eight
neighbors marked with black dots. The dashed square represents a cell with the crystallographic
orientation θ. The corners of the solid square represent the dendritic tip of a crystal misoriented by
θ = 0 degrees with the preferential growth vectors <10> and <01>.

The growing central cell is said to capture its neighbors when the neighboring cells are
located on or inside the square envelope of the growing central cell. When the neighboring
cells are captured, the captured cells inherit the crystallographic orientation θ from the
central cell, and new square envelopes are initialized at each of the captured cells with
the inherited orientation. The growth center of the newly captured squares is decentered
from their local cell position and a virtual growth center of these cells is set at the nearest
dendrite tip of the central cell, represented by the corner of the square. The cell grows
according to its local undercooling and not with the undercooling at the virtual growth
center. This is a similar growth algorithm as the decentered square algorithm proposed by
Gandin and Rappaz [17]. It is a somewhat simplified approach since the virtual growth
center is directly chosen at the nearest corner with no initial size. More importantly, this
method still maintains the dendrite growth front since during the growth of the central cell,
the four nearest neighbors are captured first, meaning that these captured cells will have
grown to some arbitrary size before the next four nearest neighbors are captured. The size
of a square is truncated to a maximum value of

√
2·l to allow newly initialized squares to

grow to an arbitrary size before the growth of the central cell is stopped.
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The growth algorithm is illustrated in Figure 7, showing how the square envelopes
evolve over several growth steps. Figure 7a shows the growth of the square envelope of a
single central cell (red square), having reached a size big enough to capture its four nearest
neighbors. New squares are initialized on captured cells but decentered from the center of
the captured cells, and the initialized squares are positioned to coincide with the nearest
vertex of the cell it was captured by. The central cell and the newly initialized cells continue
to grow, reaching the stage in Figure 7b where four additional cells are captured by the
central cell. Four new squares are then initialized decentered from their origin and placed
on one of the vertices of the central square. After this stage, the complete surrounding of
the central cell has been captured and the growth of the central cell is stopped to prevent
it from capturing cells that would have been captured by other cells. In the next stage,
Figure 7c, the newly initialized envelopes have grown and consequently captured one of
its nearest neighbors which is incorporated into the grain. A summary of the transition
rules is given in Table 4.
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Figure 7. Growth over several stages for a single grain with a 15◦ misorientation consisting of
(a) four cells, (b) nine cells, and (c) thirteen cells. The blue solid circles indicate the cells incorpo-
rated in the grain at each growth stage, and black hollow circles are the remaining liquid cells in
the neighborhood.

Table 4. Summary of transformation conditions between states in the CA model.

Cell State Condition Effect in CA Model

Liquid Temperature T above the liquidus temperature TL.

The cell does not grow and can be captured by other cells.
If the cell is nominated for nucleation, the cell is assigned a

critical undercooling ∆Tcrit that must be exceeded for a
nucleus to form.

Nucleated Undercooling ∆T above the assigned
critical undercooling ∆Tcrit.

The cell can grow and is assigned a random
crystallographic orientation θ.

Growing Temperature above solidus temperature TS
and below the liquidus temperature TL.

The growth of the cell’s square size L(t) is computed
according to Equations (10) and (11). The cell can capture
cells without a crystallographic orientation θ, and the cell

transfers the crystallographic orientation θ to captured cells

Solid Temperature T below the solidus temperature TS. The cell has a crystallographic orientation θ, does not grow,
and cannot be captured by other cells.

3. Results and Discussion

In the results and discussion section, the characteristics of the simulated grain texture
are first discussed. The influence of the number of nucleation sites on the grain texture is
then studied and the simulated grain texture from case A is compared to existing EBSD
imaging in the literature to determine a suitable nucleation density. The simulated grain
texture is then compared to case B where the process conditions for PBF-LB are changed.



Metals 2023, 13, 1846 12 of 18

3.1. Characteristics of the As-Solidified Grain Texture

Figure 8 illustrates the characteristics of the as-solidified grain texture where some
features are highlighted and discussed. The grain texture of the build plate was first
initialized by heterogeneous nucleation during uniform cooling, giving the equiaxed zone
at the bottom of the figure. The 15 layers of materials were then deposited. The melt pool
geometry during deposition is outlined in the figure. In the outlined melt pool geometry, it
is seen that the coarse grains form in the overlapping of the melt pools. This was also seen
by Andreau et al. [10] in EBSD imaging where the melt pool geometry was also computed.
They reported on the finding that columnar grains grow in the overlapping of adjacent melt
pools which is also seen in this case. Phase-field simulations coupled with a thermal-fluid
model have also confirmed this grain growth behavior in the work by Yang et al. [36] where
they saw coarse grains in the overlapping zone and elongated grains in the center of the
melt pool. It is seen in Figure 8 that the elongated grains with a high aspect ratio also
coincide with the center of the melt pools. It is seen that these elongated grains tend to
grow from the overlapping to the center of the melt pools, creating a boundary between
larger columnar grains. It is also seen that when the growth of grains is suppressed, the
grains tend to obtain a V-shaped form. This was previously seen in EBSD imaging by
Wang et al. [37] where they discussed that the V-shaped grain starts at the overlap between
two adjacent melt pools in a lower layer and ends at the overlap between two adjacent melt
pools in an upper layer.
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Figure 8. Aspect-ratio of the computed grain structure using 5 × 1011 nucleation density. Some
characteristics of the as-solidified grain texture are highlighted.

A zone of equiaxed grains is formed at the top-right of Figure 8. This is not credited
to the choice of process parameters. It is rather because it is the last deposited hatch, see
Figure 9c, where the cooling conditions and melt pool geometry changes in the FE model
compared to the other hatches (hatches 2–8), see Figure 9b. For the last deposited hatch,
the cooling conditions give more favorable conditions for equiaxed grains to grow. The
first hatch also has different cooling conditions but equiaxed grains are not forming, see
Figure 9a. It is also seen that both the first and the last hatch become wider than the
intermediate hatches.
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Figure 9. Three scenarios during deposition of hatches for the third layer giving different temperature
gradients and rates on the studied BD-TD plane, (a) shows the first added hatch on the layer, (b) is the
intermediate hatches, and (c) is the last added hatch on the layer. The gray zone shows the geometry
of the melt pool.

3.2. Influence on Grain Texture by Nucleation Density

Figure 10 shows different types of simulated grain textures obtained when using
different nucleation densities nmax. The top three layers of an already simulated texture
were used as an initial substrate rather than having an equiaxed build plate as shown
in Figure 8. This is because the simulation should represent a volume somewhere in the
middle of the wall to be comparable with experiments from Malmelöv et al. [8]. It should
be noted that the color fringe is difficult to compare between simulation and experiments
since in the 2D model there is only one Euler angle giving the rotation of the crystal while
in 3D three Euler angles give the rotation of the crystal. Instead, the general trend of the
epitaxial grain growth is discussed rather than the trends of the crystallographic orientation.
The calibration is referred to as case A where the scanning velocity was set to 1200 mm/s
and the power was set to 100 W.

In Figure 10a, most of the grains grow epitaxially through all the 15 deposited layers
when using a nucleation density of 1 × 1011. Figure 10b shows a texture with most of
the grains growing epitaxially through at least five of the deposited layers when using a
nucleation density of 3 × 1011. The texture for the nucleation density 5 × 1011 in Figure 10c
shows how the grain texture consists mostly of grains that do not grow epitaxially through
five or more deposited layers. Even less epitaxial growth is observed for the nucleation
density 10 × 1011 in Figure 10d. These results show the significance of using the right
nucleation density since the grain texture is largely influenced by this number, and thus
this value must be calibrated to experimental observations. By visual comparison to the
EBSD imaging from Malmelöv et al. [8], it is seen that 1 × 1011 is too low for a nucleation
density since no grain grew epitaxially through 15 layers in the experiment. The nucleation
density 10 × 1011 is too high since there were grains that grew epitaxially over more than
five layers.

When comparing the trends of the crystallographic orientation in the simulated tex-
tures, it is seen for a nucleation density of 10 × 1011 in Figure 10d that most larger grains
have an orientation of 30 degrees or more. Grains that have a high misalignment of dendrite
tip with the heat flow direction tend to become crowded out by the grains with more favor-
able orientations. These unfavorably oriented grains tend to be small and slender with a
crystallographic orientation between 0 and 10 degrees. This shows that the competitiveness
of grain growth is captured by the model. This trend is to some extent captured by the
lower nucleation densities of 3 × 1011 and 5 × 1011, however, there are some larger grains
with a high misalignment of the dendritic tip.
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The aspect ratio was plotted versus the grain size in Figure 11a for three of the
simulated grain textures, neglecting the texture for nucleation density 10 × 1011 which
contains too many small grains compared to the EBSD imaging from Malmelöv et al. [8].
The analysis was made using the MATLAB toolbox MTEX and only grains that contained
200 or more pixels were considered like the analysis in Malmelöv et al. [8]. It is seen that
for all simulations most grains are smaller than 1500

(
µm)2 with an aspect ratio below

10 which agrees with the measurements.
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The grain size distribution for grains smaller than 2000
(
µm)2 is illustrated in Figure 12.

The grain texture with the nucleation density 1 × 1011 predicts grain sizes that are too
large compared to the measured values, see Figure 12a. For the nucleation density of
5 × 1011, most of the grains are smaller than those of the experiments, see Figure 12c. The



Metals 2023, 13, 1846 15 of 18

nucleation density 3 × 1011 also predicts too small grains although to a much lesser extent
than nucleation density 5 × 1011. When comparing the grains’ accumulated contribution to
the total analyzed area in Figure 11b, it is seen that the nucleation density 3 × 1011 agrees
well with the experiment. This is also the reason why it was assumed that an appropriate
value of the nucleation density is 3 × 1011.
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3.3. Influence on Grain Texture by Changed Process Parameters

As discussed in Section 3.1, the cooling conditions change for the first and last hatch
compared to the intermediate hatches. For the second set of parameters only the interme-
diate zone with hatch numbers 2–8 is analyzed from the simulated grain textures where
the cooling conditions are similar. This is referred to as case B with the scan velocity
set to 1400 mm/s and the power set to 160 W. The upper 15 µm of the simulation do-
main is ignored since this zone contains small grains that would disappear if more layers
were deposited. This gives a total analyzed area in agreement with the EBSD images in
Malmelöv et al. [8]. Figure 13a shows the simulated grain texture for this set of parameters
with more pronounced columnar grains compared to case A. Figure 13b shows the aspect
ratio for each grain plotted versus its grain size for the simulated grain texture and experi-
mental results, respectively. The general trend of the grain texture is that it contains larger
grains compared to case A. Figure 13c shows the number of grains within an interval of
grain sizes for case B. The discrepancy between the experimental results in the literature
and the simulation can partially be explained by the local variation of the nucleation density
in different parts of the build and therefore also the grain texture will vary.
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4. Conclusions

A combined finite element and cellular automata model (CA-FE) has been developed
to predict the temperature history and grain texture of alloy 625 processed by PBF-LB. The
general solidification behavior could be captured using the developed 2D CA-FE model.
Epitaxial grain growth can be captured by the 2D CA-FE model, resulting in the columnar
grains seen in additive manufactured products. The columnar grains form as coarse grains
in the overlap between two adjacent melt pool boundaries, whereas slender elongated
grains form in the center of the melt pool. Equiaxed grain growth is also captured by the 2D
CA-FE model. The equiaxed grains form when grains nucleated through bulk nucleation
suppress the growth of the columnar growth front. The 2D CA-FE model can capture
the competitiveness of grain growth where more favorably oriented grains outcompete
less favorably oriented grains. The 2D CA-FE model can capture changes in grain texture
depending on the process parameters. A higher scan velocity and power resulted in a grain
texture with larger grains.

It is seen that the 2D CA-FE model simulates the grain texture which agrees well
with the experimental findings in the literature. One essential parameter that has a high
influence on the predicted grain texture is the nucleation density. It was shown that
comparison to EBSD images can be used to determine suitable nucleation parameters.
Although grain growth and nucleation are a 3D phenomenon, a 3D CA-FE model increases
the computational time drastically. These computational times are too long for the model
to be useful by engineers during process development. It has been shown that the 2D
CA-FE model can be used to evaluate the as-printed grain texture depending on the chosen
process parameters for PBF-LB such as scan velocity and laser power. The FE simulation
runs in about 20 h while the CA model takes about 8 h. The CA computational time could
most likely be considerably reduced by parallelization and implementation in a compiled
programming language such as Fortran.
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