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A B S T R A C T   

According to the IEC 60041 standard, the pressure-time method (1D PTM) can be employed to determine the 
flow rate in hydraulic turbines. This method assumes a one-dimensional flow and applies to straight pipes with 
uniform cross-sections, with specific restrictions on the pipe length, fluid velocity, and distance between the 
measurement sections from any irregularities in the pipeline. However, challenges arise when applying this 
method in low-head hydropower plants due to the short lengths, irregularities like bends and developing flows in 
the intake. The present paper aims to improve the performance of the method in the presence of a bend. To this 
end, a test rig has been developed and measurements performed, including such geometry. 

The data are evaluated using the development of a newly proposed approach combining the 1D PTM based on 
an energy balance formulation and three-dimensional computational fluid dynamics (3D CFD) developed for 
axis-symmetrical accelerating flows. The updated methodology includes a correction of the experimental pres-
sure measurements used in the 1D PTM to account for the effects of the Dean vortices present after the bend as 
well as the kinetic energy correction factors which deviate from known values in transient conditions. 

The results obtained under conditions involving the presence of bends either between or in close proximity to 
one show a significant improvement compared to the standard one-dimensional pressure-time method.   

1. Introduction 

Hydropower was ranked as the third-largest energy source world-
wide, accounting for 17 % of global electricity production in 2019 [1]. 
Many hydropower plants were built many years ago; therefore, their 
refurbishment is required to preserve their operation and even improve 
them. It is important to assess the efficiency of renovated turbines before 
and after refurbishment to meet performance guarantees. Accurately 
measuring the flow rate poses challenges, particularly in low-head ma-
chines with heads below 50 m with shorter lengths intakes and devel-
oping flow [2]. Among various techniques, the pressure-time method 
(PTM) offers a relatively cost-effective and straightforward approach 
[3]. Based on the IEC-60041 standard, this method demonstrates an 
acceptable level of uncertainty within ± (1.5–2.0)% [4]. In addition to 
its applicability to hydropower, PTM has the potential for flow mea-
surement in other applications. 

According to the IEC-60041 [4], Eq. (1) can estimate the flow rate by 
integrating the measured differential pressure variation (Δp) between 
two cross-sections and modelling the viscous losses (Δpf) during the 
deceleration of a fluid mass in a straight pipe with a consistent 

cross-section. 

Q=
Ac

ρL

∫ tf

0

(
Δp+Δpf

)
dt + q Eq. 1 

Equation (1) involves several variables: Q, L, Ac, ρ and tf and repre-
sents the initial flow rate before valve movement, the length between 
two cross-sections, the cross-sectional area, the water density, the final 
limit of integration and the leakage flow rate after valve closure. As 
stated by the IEC-60041 standard [3], the viscous pressure losses (ΔPf) 
are assumed to be proportional to the flow rate square estimated by ΔPf 
= KQ2. However, Adamkowski et al. [5] suggested an alternative 
premise where the pressure loss is related to the flow direction after 
valve closure and can be calculated by ΔPf = KQ|Q|. They showed that 
the suggested modification can decrease the deviation in flow mea-
surement by around 1 %–3 % for different cases. For a better estimation 
of the friction factor in pressure-time methods, an unsteady formulation 
was used in different studies like Ref. [6–8]. 

According to the guidelines in IEC-60041 [3], the standard 
pressure-time method may not accurately measure flow rates in 
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low-head machines. The IEC-60041 standard specifies certain limita-
tions for the PTM. For instance, the distance between two cross-sections 
must be larger than 10 m, and the cross-sectional area between these 
measurement sections should be uniform without any significant irreg-
ularities. Furthermore, pressure taps must be placed at least two di-
ameters away from any irregularity in the penstock. Additionally, the 
product of the measurement length (L) and average velocity in section 
(U) should be more than 50 m2/s to guarantee accurate measurements. 
The purpose of these limitations is to guarantee the reliability of the 
PTM in flow rate measurement. 

Numerous investigations have been done to determine the perfor-
mances of the pressure-time method when applied beyond the 
mentioned limitation defined by the IEC-60041 standard. Jonsson et al. 
[6,9] examined the pressure-time method for straight pipes with a 
constant cross-section, with measuring lengths ranging from 3 to 10 m 
and product between velocity and length (U × L) in the range of 3.5–50 
m2/s. These values are beyond the recommendations suggested in the 
IEC-60041 standard. Their measurements were satisfactory even for 
lengths below 4 m and U × L values below ten m2/s, significantly lower 
than the IEC-60041 standard requirements. The highest mean deviation 
in flow rate estimation compared to the reference flow meter was for the 
smallest length (L = 3 m) and mean velocity (U = 2.5 m/s). By 
employing differential pressure sensors, the mean deviation was about 1 
%, but when they used absolute pressure sensors, it was above 2 %. 
However, for measurements with larger U × L values, the mean devia-
tion approached 0 %. This difference can be attributed to the uncertainty 
of the sensor’s results in the lower range of the measurements. More-
over, it should be noted that smaller velocities and lengths caused larger 
errors in flow rate estimation. Lower velocities and distances result in 
lower pressure loss and pressure rise within a given closing timeframe. 
Consequently, the greater relative uncertainty associated with the 
measurement of the differential pressure using Eq. (1) contributes to an 
increased level of uncertainty in the estimated flow rate [10]. 

Adamkowski et al. [11] implemented the standard PTM on a curved 
penstock. They introduced a new relationship to take into account the 
geometric variations, incorporating a space-dependent geometry factor 
(C= L /Ac) as described in Eq. (2). 

C=

∫ L

0

1
Ac(x)

dx Eq. 2 

They proposed a new relation to account for changing the velocity 
profiles in a curved pipe [11]. Implementing mentioned modified ge-
ometry factor resulted in the variation of the estimated flow rate by 
approximately 0.45 %. 

Ramdal et al. [12] studied the pressure-time method in the presence 
of a bend. They argued that the presence of two 45◦ bends caused a flow 
rate underestimation of approximately 1 %. However, a single 90◦ bend 
led to a more significant underestimation with a deviation of 8.5 % 
compared to the reference flow meter. This deviation is certainly the 
result of the Dean vortices present after the bend, which induces a radial 
pressure gradient. Therefore, the pressure at the taps is not representa-
tive of the mean pressure at the cross-sections considered. However, 
there is no previous detailed research that studies the effect of bends on 
the pressure-time method. 

Adamkowski et al. [13] used computational fluid dynamics to esti-
mate the friction coefficient for estimating viscous losses in a penstock 
with a variable cross-section. Equation (1) assumes a pipe with a con-
stant cross-section that does not consider the dynamic pressure variation 
(ΔPd = 0). However, a new term must be considered for measurement 
sections with a variable cross-section or a secondary flow to estimate the 
dynamic pressure variation. They employed the energy equation and 
derived Eq. (3) to address this. 

Q=
1

ρC

∫t

0

(
ΔPf +ΔP+ΔPd

)
dt Eq. 3  

where ΔPd is the dynamic pressure difference obtained by Eq. (4). 

ΔPd =α2
ρQ2

2A2
2
− α1

ρQ2

2A2
1

Eq. 4 

The kinetic energy correction factor (α) is the ratio between the flux 
of kinetic energy calculated from the actual velocity (u) and the flux of 
kinetic energy calculated from the mean velocity (U). It is defined by Eq. 
(5) where A represents the cross-sectional area. 

α=
1

AU3

∫∫

A
u3dA Eq. 5 

The constant value of 2 is utilised for the kinetic energy correction 
factor for laminar flows where the velocity gradient across the cross- 
section is greater than turbulence flow. In steady and developed tur-
bulence flow conditions, a value of approximately 1.05 is suggested 
[14]. This lower value in turbulent flow is attributed to the flattening of 
the velocity profile across the section [15]. The mentioned kinetic en-
ergy correction factor values are applied to steady and fully developed 
flow conditions. However, a different value for the kinetic energy 
correction factor is expected in the case of a skewed velocity profile 
because the velocity profile deviates from the fully developed flattened 
one. A higher value of α is expected for non-uniform velocity distribu-
tions with the presence of vortices [16]. 

Neyestanaki et al. [10] compared the constant and quasi-steady as-
sumptions for estimating pressure loss due to friction and dynamic 
pressure variation in a pipe with a variable cross-section. They observed 
that when a reducer was present in the pipe, the measurements 
exhibited significantly lower random uncertainty than half of those 
observed in pipes with a constant cross-section. This reduction in un-
certainty was attributed to the higher differential pressure measured 
between the sections, leading to more accurate measurements. By 
applying the quasi-steady assumption for both the kinetic energy and 
friction factor coefficients, they reduced the deviation compared to the 
reference flow meter from − 0.72 % to − 0.42 %. This result was obtained 
under a steady and fully developed flow assumption. During unsteady 
conditions or in the developing flow region after the reducer, the values 
of the kinetic energy correction factor and friction factor coefficients 
may vary. To address this, the authors recommended utilising 3D 
computational fluid dynamics (CFD) simulations to account for the in-
fluence of developing flow on these coefficients [10]. CFD provides 
valuable insights into flow characteristics that are unattainable through 
experimental measurements. Numerous CFD investigations have studied 
the transient flow occurring when the pressure-time method is used: 
water hammer phenomenon and friction model have been a focus [2,13, 
17,18]. 

This approach provides a more comprehensive understanding of flow 
behaviour and improves the accuracy of flow rate measurements. No 
research studies on the kinetic energy correction factor values in 
developing conditions affected by bend during PTM are available. 
However, the presence of a bend is very frequent in penstock geometry 
for both low and medium-head hydropower. 

Another analysed aspect is bends in pipes that introduce secondary 
flow known as Dean vortices. Shabani et al. [19] conducted an experi-
mental study on turbulent flow in a 90◦ bend with a circular 
cross-section. The study revealed that the fluid near the outer wall of the 
bend experiences deceleration due to the unfavourable pressure 
gradient. Pressure measurements were monitored along three lines: the 
outer, middle, and inner bending radii. The results showed that the 
pressure varied significantly, even at a distance of 5 times the pipe 
diameter after the 90◦ bend. 

In the context of the pressure-time method, the presence of bends can 
affect the symmetry of the pressure measurements. The skewed pressure 
profile observed in bends may lead to a value of the pressure at specific 
pressure taps different from the average pressure across the cross- 
section. Standard 1D PTM assumes constant pressure over the cross- 
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section. Therefore, the measured differential pressure from pressure taps 
in the pipe wall immediately after bends differs from the mean differ-
ential pressure in the pipe section, and boundary conditions may not be 
correct for the standard pressure-time method equation, leading to an 
inaccurate flow rate estimation. Therefore, special consideration should 
be given to the impact of bends on pressure measurement accuracy in 
PTM applications for the method to perform satisfactorily. 

To investigate the flow characteristics in bends during the pressure- 
time method, 3D computational fluid dynamics can be employed. Uti-
lising CFD offers several advantages, including the ability to study hy-
drodynamic forces and flow regimes in detail [29]. Additionally, CFD 
simulations provide a comprehensive distribution of all variables in any 
given section, which may not be readily available through experimental 
methods. By leveraging CFD, researchers can gain deeper insights into 
the flow behaviour in bends, enabling a more thorough understanding of 
the PTM and its accuracy in bend configurations. 

This paper aims to investigate the application of the pressure-time 
method in the presence of a bend, specifically focusing on scenarios 
that deviate from the recommendations outlined in the IEC standards. 
The newly proposed methodology by Neyestanaki et al. [20] combining 
the 1D PTM based on an energy balance formulation and 
three-dimensional computational fluid dynamics (3D CFD) is used. The 
methodology is modified to take into account the new flow conditions. 

To this end, a dedicated laboratory setup was designed and con-
structed to conduct experiments and evaluate the PTM’s performance in 
such a configuration. In addition to the bend configuration, the study 
considers other factors beyond the IEC standards, such as shorter dis-
tances to irregularities. To gain a comprehensive understanding of the 
flow downstream of the bend during the PTM, 3D CFD simulations are 
performed. Combining experimental data and 3D CFD analysis aims to 
enhance the traditional 1D PTM methodology and extend its applica-
bility to more complex flow scenarios. In particular, the radial pressure 
gradient and the kinetic energy correction factors and their effects on the 
pressure-time method are scrutinized. From this analysis, an update of 
the methodology proposed by Neyestanaki et al. [20] combining the 1D 
PTM and 3D CFD is proposed. The results are compared with those 
obtained using the standard 1D PTM, highlighting the effectiveness of 
the proposed updated methodology. 

2. Materials and methods 

2.1. Experimental setup 

The current study is based on experimental data obtained from lab-
oratory measurements. A test apparatus was designed and constructed at 
Luleå University of Technology, Sweden (LTU) to investigate the 
pressure-time method beyond the limitation of the IEC-60041 standard, 
such as small measurement lengths and developing flow irregularity in 
the pipe [2]. The experimental setup analyses flow characteristics 
similar to those in low-head turbine conditions. Other industrial flow 
measurement applications considering factors such as developing flows, 
short measurement lengths, and the presence of irregularities like bend 
and reducer can also be considered. Water flows via gravity in a 
stainless-steel pipeline between the mentioned tanks. The total head is 

3.6 m, with a design flow rate of 15 l/s. The Reynolds number for this 
experiment is approximately Re ≈ 2.4 × 104 at the measurement sec-
tions considered in this paper. The stainless-steel pipe is assumed to have 
a roughness value of 0.0015 mm. The test section includes a 3.6 m 
vertical pipeline and 3 m horizontal pipe with a diameter of 150 mm, 
followed by a standard concentric reducer (DN 150 to DN 65) 255 mm 
long featuring a reducing angle of 9.46◦. Subsequently, a 1 m pipe with a 
diameter of 65 mm is connected to a gate valve. 

The valve is operated by a servo motor, allowing it to close within 1 s. 
The experimental setup incorporates one measurement section at the 
vertical pipe before the bend (section VA) and three sections after the 
bend in the horizontal line (sections HA, HB and HC), as illustrated in 
Fig. 1. At each measurement section, four pressure taps are installed 
around the circumference of the pipe at intervals of 90◦. More details 
regarding the test rig can be found in Ref. [10] published by the authors. 

In order to minimise uncertainty and enhance measurement preci-
sion, differential sensors are preferred over gauge sensors, primarily due 
to their narrower measurement range [9]. For the measurements in this 
study, a UNIK5000 differential sensor with a range of±35 kPa and an 
accuracy of ±0.04 % of full scale is employed. To ensure accurate 
readings, the sensors are calibrated utilising the reference pressure 
calibrator, Druck DPI 610. 

The measurement of the reference flow rate is conducted using an 
Optiflux 2000F magnetic flowmeter, which offers a high level of accu-
racy with a tolerance of ±0.3 %. A data acquisition system provided by 
National Instruments (NI-9239) is utilised to capture the data. The sys-
tem incorporates a 24-bit acquisition card and operates at a sampling 
frequency of 4 kHz. 

The experiments are carried out with five different configurations 
mentioned in Table 1. Two conditions out of the IEC standard have been 
considered. The first configuration studies the effect of a 90◦ bend be-
tween two sections when applying the pressure-time method. The sec-
ond one studies the effect of the presence of the bend upstream of the 
measurement section with a smaller distance than the IEC recommen-
dation (2 × D). The specification of the measurements, including the 
length between the sections and the distance to the bend upstream of the 
section, is mentioned in Table 1. For each set of measurement cases, ten 
experimental measurements were conducted. The random uncertainty 
associated with the pressure-time method measurements is determined 
by calculating the standard deviation of ten measurements using the 
following equation [21]. 

Fig. 1. Location of measurement sections.  

Table 1 
Description of the different test cases.  

Test case 
name 

Inlet 
section 

Outlet 
section 

Elbow Distance from the elbow to 

Inlet 
section 

Outlet 
section 

VA-HA VA HA yes – 1.8 D 
HA-HB HA HB no 1.8 D 7.8 D 
HB-HC HB HC no 7.8 D 14.4 D 
VA-HB VA HB yes – 7.8 D 
HA-HC HA HC no 7.8 D 14.4 D  
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σr =

[
1

N − 1
∑N

i=1
(Ei − E)2

]0.5

Eq. 6 

The standard deviation of the measurements (σr) is calculated 
considering the number of experiments (N), the deviation value for each 
measurement (Ei) compared to the reference flow meter, and the mean 
of the deviations (E). The systematic uncertainty associated with the test 
rig, as reported in Reference [13], is determined to be σr = 0.1 % using 
the Monte Carlo method or σr = 0.24 % using the Taylor series method. 
It should be noted that the systematic uncertainty is smaller than the 
random uncertainty mentioned in the study. 

2.2. Flow rate calculation 

In Eq. (3), three terms need to be measured or estimated. Pressure 
losses due to friction, ΔPf , and dynamic pressure variations, ΔPd, are 
estimated. The differential pressure, ΔP, is obtained from averaged 
pressure measurements between the sections considered. Pressure 
measurements are done at pressure taps, which may deviate from the 
average pressure at the considered sections because of the skewed 
pressure profile caused by the elbow. The 3D CFD can be employed to 
quantify this deviation in the pressure measurements to the average 
pressure. Moreover, 3D CFD are used to estimate the dynamic pressure 
variation at each section more accurately. Consequently, the flow rate 
can be estimated more accurately. 

In the current study, a methodology is introduced, combining the 1D 
pressure-time method with 3D CFD to enhance the accuracy of pressure- 
time measurements in the presence of a bend. The time-varying flow rate 
obtained from the 1D pressure-time method is employed as an outlet 
boundary condition for the 3D CFD simulation. The primary objective of 
the 3D CFD simulation is to determine the velocity and pressure profile 
at the different sections of the test rig with similar flow conditions as the 
experiment, which are subsequently employed to determine the mean 
pressure and kinetic energy correction factor which will be later used in 
the 1D pressure-time method. An iterative loop with the 1D PTM and 3D 
CFD will be used to estimate the flow rate. 

2.2.1. Flow rate calculation with 1D PTM 
The flow rate is determined using Eq. (3) instead of Eq. (1), as dy-

namic pressure variation is expected because of the skewed profile and 
developing flow. As the pressure losses caused by friction are repre-
sented by ΔPf(t) = KQ(tt)|Q(t)|, Eq. (3) is implicit, requiring an iterative 
loop to calculate the flow rate, Q(t). The iterative loop will persist until 
the flow rate is converged. The constant friction coefficient, K, is esti-
mated based on experimental measurements under steady-state condi-
tions using Eq. (7) before the valve movement [10]. 

K=
− ΔP(t0) − ΔPd(t0)

Q(t0)|Q(t0)|
Eq. 7  

Here, ΔPd(t0), Q(t0), and ΔP(t0) denote the dynamic pressure difference, 
flow rate, and measured differential pressure during the steady-state 
condition prior to the initiation of the valve movement. Approxi-
mately 40 s of measurement data were used to calculate the K value 
before the valve movement. The dynamic pressure variation estimated 
by Eq. (4) will be equal to zero in standard PTM when considering a 
constant value for the kinetic energy correction factor in 1D PTM. 

The methodology described in Ref. [10] is employed to determine 
the integration endpoint for the pressure-time techniques using Eq. (3). 
In this approach, the flow rate is estimated based on various endpoints. 
The estimation process continues until the estimated flow rate variation 
becomes dampened and converges to a constant value. An illustration is 
presented in Fig. 2, where the transient flow rate, Q (t), is determined 
using the standard PTM based on a sample of the measured differential 
pressure between sections HA and HB. In this method, the constant 
assumption is made for the friction coefficients and the kinetic energy 

correction factor. Subsequently, the time-dependent flow rate obtained 
from the previous step is employed as a boundary condition for the 3D 
CFD simulation. 

2.3. Mathematical modelling 

The complete transient of the pressure-time method is simulated 
using 3D CFD, incorporating the 3D geometry of the experimental setup. 
The simulation utilises the continuity and momentum equations to 
model the behaviour of the incompressible, isothermal, and turbulent 
fluid flow over time. The governing equations for the time-dependent, 
incompressible, turbulent flow are described as follows. 

∂
(
ρUj

)

∂xj
= 0 Eq. 8  

ρ ∂(Ui)

∂t
+ ρ

∂
(
UjUi

)

∂xj
= −

∂p
∂xi

+
∂

∂xj

(

μ ∂Ui

∂xj
− ρuiuj

)

Eq. 9  

In order to accurately capture the oscillations occurring after valve 
closure, the influence of compressibility needs to be taken into account 
[22]. However, the density variation is considered negligible, as the 
water hammer wave associated with the valve closure is simulated using 
the 1D model, which is applied as the boundary condition. The low 
Reynolds k-ω SST turbulence model from Menter [23] is employed to 
approximate the turbulence shear stress term, − ρuiuj. This particular 
turbulence model, the SST k-ω, is widely acknowledged for its enhanced 
accuracy in predicting fluid flow in the near-wall region at low Reynolds 
numbers. In this model, the omega formulation is utilised near the walls, 
while the k-ε formulation is applied further away from the walls [24]. 
The value of Y+ is considered to be around 1, indicating that the 
near-wall mesh resolution is appropriately captured. 

The temperature variation is disregarded in the analysis. The coupled 
finite volume equations of motion are solved using ANSYS-Fluent. The 
pressure field is computed using the semi-implicit method for the 
pressure-linked equations (SIMPLE) algorithm. The third-order mono-
tonic upwind scheme is utilised to discretise the nonlinear convective 
terms in all transport equations, following similar approaches employed 
in previous studies such as Refs. [2,22,25,26]. The first-order implicit 
scheme is employed to approximate the time derivative terms. Conver-
gence of the variables is deemed achieved when the root-mean-square 
(RMS) residual levels reach a threshold of 10− 5. 

Fig. 2. Transient flowrate estimated using the 1D pressure time method and 
experimental measurement. 
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2.3.1. Boundary condition 
In order to simplify the 3D CFD simulations, a transient flow rate is 

imposed as an outlet boundary condition instead of explicitly modelling 
the valve closure [26]. This approach is adopted to avoid the additional 
computational time required for simulating the valve closure. The entire 
upstream geometry of the valve is included in the simulation to account 
for the influence of the developing flow. The flow domain considered in 
the simulation is presented in Fig. 3. During the simulation, the total 
pressure is considered as the boundary condition at the inlet. The 
transient flow rate Q(t) estimated from the 1D PTM (Fig. 2), is employed 
as the outlet boundary condition for the 3D CFD simulation. A 
converged steady state is achieved with an initial mass flow outlet to 
establish the initial condition. There is a minor oscillation in the flow 
rate after valve closure showed in Fig. 2. This oscillation, nevertheless, 
might not exactly reflect the physical behaviour since after the valve 
closes, the flow rate at the valve is zero. 

Three timesteps, 0.01 s, 0.005 and 0.002 s were applied to the 
simulation. The differential pressure obtained from CFD is not depen-
dent on the time step size considered. Therefore, a timestep 0.01 s is 
used for the simulations. The time step size of 0.01s used in this study is 
100 times larger than the time step typically employed for modelling 
valve closure, as demonstrated in previous studies (Refs. [2,25–27]). 
This indicates a significant reduction in computational cost for the 
presented 3D CFD simulation compared to other methods that explicitly 
model valve closure. The simulation encountered divergence issues for 
larger time steps due to rapid velocity variations over short intervals 
near the time step. 

2.4. New flow rate calculation method 

The 3D CFD results are utilised to update the 1D pressure-time 
method by modifying the terms within Eq. (3). During the transient 
3D CFD simulation, velocity and pressure profiles are monitored at the 
considered measurement sections. From these simulations, the deviation 
of the pressure measurements at the pressure taps from the mean value 
at the section caused by the skewed pressure profile after the bend is 
quantified. Moreover, the kinetic energy correction factor variation is 
estimated and then used. The updated value of the transient flow rate is 
then applied as input for the subsequent iteration of the CFD simulation. 
This iterative loop continues until convergence is achieved. The residual 
on the variation of the estimated flow rate is considered as the conver-
gence criteria. A flowchart illustrating the steps is provided in Fig. 4 for a 
comprehensive understanding of the calculation process. 

The methodology was applied to a sample of experimental mea-
surement between sections HA-HB. The transient flow rate in Fig. 2, 
calculated by the 1D PTM was applied as the boundary condition for the 

3D CFD simulation. Differential pressure at the location of pressure taps 
of section HA-HB from 3D CFD compared with the same experimental 
differential pressure measurement between sections HA-HB are shown 
in Fig. 5. The good agreement observed in Fig. 5 confirms the validity of 
the proposed method. This demonstrates that 3D CFD can effectively 

Fig. 3. 3D domain for CFD simulation.  

Fig. 4. Flowchart for the iterative loop combining the 1D PTM and 3D CFD.  

Fig. 5. Experimental and 3D CFD numerical differential pressure between 
section HA-HB at the location of the pressure taps. 
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replicate flow conditions similar to those observed in considered 
experimental setups. 

3. Results and discussion 

3.1. Experimental results with standard 1D PTM 

Fig. 6 shows the mean deviation of the measurement using the 
standard PTM compared to the reference flow rate and the random 
uncertainty with 95 % confidence (±2σr) for five cases of measurements. 
Ten measurements have been considered for each case with the speci-
fication mentioned in Table 1 to calculate random uncertainty. A con-
stant value for the kinetic energy correction factor is applied on the 
measured differential pressure. The geometry factor is calculated using 
Eq. (2), and accounting for the changing velocity profiles in a curved 
pipe (introduced by Ref. [11]) is negligible in our cases (less than 0.05 
%). The reason could be related to the length of the straight pipe before 
and after the bend. The results of two cases in which the bend was 
located between two sections of the measurements (VA-HA and VA-HB) 
are shown in Fig. 6-right, and the three cases in which the bend was 
located upstream of the first section of the measurements (HA-HB, 
HB-HC and HA-HC) are shown in Fig. 6-left. 

After the bend, the flow is non-uniform and developing with Dean 
vortices. Measured differential pressure from pressure taps deviated 
from the average pressure in the pipe sections and lead to a deviation of 
the measured pressure compared to the mean pressure. For measure-
ment in which the first section is located after the elbow (HA-HB, HB-HC 
and HA-HC), the measurement with the standard PTM leads to a nega-
tive deviation compared to the reference flow rate. This underestimation 
of the flow rate will lead to an overestimation of the turbine efficiency. 
The measurements between sections HA-HB, where the first section is 
closer to the bend, result in a higher deviation of − 0.74 % compared to 
HB-HC, with a mean deviation of − 0.39 %. Measurement between sec-
tions HA-HC with the length of 2 m has a similar negative deviation of 
− 0.55 % but with a lower random uncertainty, σ = 0.3 %. The reason is 
the higher measured differential pressure compared to the uncertainty 
of the sensor, which leads to lower random uncertainty. For measure-
ments in which the bend is located between two sections, the standard 
PTM results in a positive deviation in the flow rate measurement. 
Measurements between sections VA-HA with a length of 1 m have a 
positive mean deviation of 1.30 %. Measurements between sections VA- 
HB with a length of 2 m have a smaller positive mean deviation of 0.32 
%. 

Measurements between sections VA-HA have the highest random 
uncertainty σ = 0.78 %, and the reason is attributed to the transient 
secondary flow, which can differ between the measurements. The lowest 
random uncertainty for the measurements with a length of 1 m is for the 
measurements between sections HB-HC (σ = 0.47 %) where the sections 

are far from the bend. 
It is challenging to justify the reason for the negative mean deviation 

of the measurements in Fig. 6-left and the positive mean deviation of 
measurement in Fig. 6-right without some flow details. However, 
detailed information on the pressure and velocity profile at each section 
from 3D CFD can help find the reason for negative mean deviation for 
measurement cases with the presence of the bend upstream of the first 
measurement section and positive deviation for cases with the presence 
of bend between two measurement sections. 

3.2. CFD result 

This study proposes to use 3D CFD to improve the accuracy of the 1D 
PTM. Firstly, three-dimensional CFD is employed to check if there is any 
deviation in the measurement of the mean ΔP at the pressure taps 
compared to the mean pressure of the sections considered induced by 
the skewed pressure profile after the bend. Then, 3D CFD is used to 
estimate ΔPd more accurately, in particular the kinetic energy correction 
factor. For ΔPf , the relation ΔPf = KQ|Q| sensitive to the flow direction 
[10] is used where K is obtained from the experimental measurements. 
The reason is the difficulty of 3D CFD to capture accurately the losses. 

3.2.1. Differential pressure 
Fig. 7 shows the pressure distribution and surface streamlines at 

different sections after the bend from steady-state simulation. The dis-
tance of the sections to the bend is shown based on the pipe’s diameter. 
The skewed pressure is clearly seen in both pressure contour and surface 

Fig. 6. Mean deviation of the estimated flow rate compared to the reference flow meter for 5 cases, left: between sections HA- HB, HB-HC and HA-HC), right: 
between sections VA- HA and VA-HB. The bars represent the random uncertainty at 95 % confidence. 

Fig. 7. Pressure distribution and surface streamlines at different sections after 
the bend from steady-state simulation. 
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streamlines. It can be observed that the differential pressure from 
pressure taps is not equal to the average pressure in the pipe section and 
leads to a deviation in the flow rate estimation with the standard PTM 
compared to the reference flow meter. The intensity of Dean vortices 
decreases further away from the bend. The deviation of pressures on the 
walls compared to the mean cross-sectional pressures for different sec-
tions normalised by the dynamic pressure term ((PTap -Pcross-section)/(½ 
ρU2) × 100) is presented in Fig. 8. The pressure taps are located at angles 
of 45, 135, 225 and 315◦. The pressure measurement at section HA has a 
10 % (10–15 Pa) deviation from the dynamic pressure. However, for 
section HB with a distance larger than 2 × D (as recommended in IEC), 
the deviation decreases to 3 %. For section HC, the deviation is less than 
1 % and for section VA (before the bend), the deviation is approximately 
0 %. 

The methodology presented in Fig. 4 is applied to the same sample of 
the experimental measurements between sections HA-HB. The pressure 
variation at four the sections, VA, HA, HB and HC, is monitored during 
the transient simulation. The normalised pressure deviation (ΔPTap 
-ΔPAverage)/ΔPAverage is defined to quantify the deviation of the measured 
differential pressure from the pressure taps to the average pressure at the 
pipe sections. ΔPAverage is the average differential pressure between two 
sections obtained from 3D CFD. ΔPTap is the differential pressure be-
tween two sections by getting the average of the four pressure taps at 
each section obtained from 3D CFD, which matches the experimental 
measurement locations. The variation of the normalised pressure devi-
ation during the PTM is presented in Fig. 9. Later, (ΔPTap - ΔPAverage)CFD 
will be subtracted from the measured differential data at the pressure 
taps to eliminate the deviation in the pressure measurement. 

The CFD results presented in Fig. 9 can clarify the experimental 
deviation of the flow rate obtained from the 1D standard PTM shown in 
Fig. 6. If the bend is located between two measurement sections, the 
pressure measurement leads to an underestimation of the differential 
pressure. For example, the experimental measurement between sections 
VA and HA underestimated the differential pressure by − 10 to − 2%, 
leading to a lower value (higher magnitude) for estimating the pressure 

Fig. 8. Normalised deviation of the pressures on the walls compared to the mean cross-sectional pressures in % of the dynamic pressure for different sections (HA, 
HB, HC and VA). 

Fig. 9. Normalised deviation of pressure measurement at four sections.  
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loss before the valve movement by Eq. (6). This leads to an over-
estimation of the area between the differential pressure and the pressure 
loss, and, consequently, an overestimation of the flow rate. This explains 
the overestimation of the flow rate for the measurements between sec-
tions VA-HA and VA-HB by the standard PTM shown in Fig. 6-right. 

Similarly, a positive deviation of the pressure measurements at the 
taps is observed when the elbow is upstream of the first measurement 
section. Therefore, measurements for the cases HA-HB, HB-HC, and HA- 
HC have an overestimated differential pressure, leading to a larger value 
(lower magnitude) to estimate pressure loss. This leads to an underes-
timation of the area between the differential pressure and the pressure 
loss and, consequently, an underestimation of the flow rate. This is a 
reason for underestimating the flow rate for measurement shown in 
Fig. 6-left. 

Measurement of the case HB-HC has less deviation to estimate the 
average differential pressure from the experimental measurement at the 
pressure taps compared to case HA-HB as the distance between the 
sections is increased. This explains that there is a lower negative devi-
ation in the estimation of the flow rate for this set of measurements. For 
measurements for the cases VA-HB and HA-HC, as the length is larger (2 
m), the normalised deviation is smaller (Fig. 9), resulting in a smaller 
mean deviation than the measurements for the cases VA-HA and HA-HB 
in the flow rate obtained with the standard PTM. 

3.2.2. Dynamic pressure 
Another parameter affecting the results is the dynamic pressure 

variation. The variation of the kinetic energy coefficient depends on the 
velocity variation at the cross-section, as defined in Eq. (5). Fig. 10 il-
lustrates the velocity distribution and surface streamlines at sections HA 
before and after valve closure at t = 3 s. In the steady-state condition 
before valve closure, the skewed velocity caused by the bend is clearly 
observed at section HA, leading to higher values of α compared to other 
sections. After valve closure, a lower mean velocity value and a higher 
velocity gradient in the cross-section will result in a higher kinetic en-
ergy correction factor compared to steady state condition. 

The variation of the kinetic energy correction factor at four sections 
is monitored during the valve closure and presented in Fig. 11. For 
section VA where the flow is expected to be fully developed, the value is 
close to 1.05 before the valve movement, similar to the value mentioned 
in Ref. [14]. For section HA, a higher value of the kinetic energy 
correction factor is predicted, which could be related to the skewed 
velocity profile. For sections HB and HC, the value is closer to section VA 
as the distance to the bend increases, and the flow becomes comparable 

to the fully developed flow. The kinetic energy correction factor is ex-
pected to increase during the transient conditions as the mean velocity 
decreases towards zero. However, the difference between the different 
sections cannot be clearly established as there is a lack of studies in this 
area. The reason for the higher value of 5 at section HC compared to 
other sections (values close to 4) may be related to the vortexes after 
valve closure. After valve closure, the water hammer wave goes through 
the piping and section HC is closer to the reducer in the test rig. 

The variation of ΔPf + ΔPd considering the constant assumption of 
the kinetic energy correction factor (standard 1D PTM) and variation 
based on 3D CFD data (presented methodology) is presented in Fig. 12 
for the same measurement sample between HA-HB. 

For the estimation of ΔPf , ΔPf = KQ|Q| is used where K is obtained 
using Eq. (7). K depends on the variation of the differential pressure and 
dynamic pressure before valve movement. For the variation ΔPd, two 
assumptions for the variation of the kinetic energy correction factor are 
considered: constant and variable kinetic energy correction factor from 
3D CFD data. The curve obtained for a constant α represents only the 

Fig. 10. Velocity magnitude distribution and surface streamlines at HA sections (a) before and (b) after the valve closure (t = 3 s).  

Fig. 11. Variation of the kinetic energy correction at four sections during PTM.  
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variation of the pressure losses as the variation of the dynamic pressure 
is null. As shown in Fig. 13, before the valve movement, similar values 
are observed, equal to the measured differential pressure. However, the 
constant kinetic energy correction factor assumption leads to an over-
estimation compared to CFD during the valve closure. Therefore, the 
constant assumption leads to an overestimation of the area between the 
differential pressure and ΔPf + ΔPd, and consequently, overestimation 
of the flow rate. This effect is quantified in Fig. 14 and discussed. 

3.3. Expansion of PTM by 3D CFD 

The methodology is further applied to the experimental test case HA- 
HB. The variation of the kinetic energy coefficient and deviation of the 
pressure measurement at the pressure tap compared to the mean pres-
sure are monitored during the transient simulation. The obtained data is 
applied to adjust the terms in the 1D PTM method. 

The flowchart presented in Fig. 4 is applied for two iterations. The 
variation of the estimated flow rate deviation compared to the reference 
flow meter function of different endpoints is shown in Fig. 13. The first 

and second iterations have similar values for the flow rate and deviation. 
Both iterations differ by less than 0.02 %. Therefore, the solution is 
assumed to converge after the first iteration. The adjustment to the 
updated flow rate is 0.6 %. The slight variation in flow rate will not 
affect the correction of the differential pressure measured at the taps and 
estimated dynamic pressure variation with the flow rate adjustment 
compared to the previous iteration. This estimated initial flow rate 
change will not lead to significant variation for the second iteration. 
Therefore, the second iteration is not necessary. 

The methodology is applied to a sample of each measurement set 
mentioned in Table 1, the one close to the mean deviation. The esti-
mated flow rate is compared to the reference flow rate function of 
different endpoints and presented in Fig. 14. The effect of applying the 
proposed methodology involving a pressure correction at the pressure 
taps and the dynamic pressure correction factor is presented. The results 
show the deviation of the pressure measurement from the pressure taps 
has a more significant effect on the flow rate estimation than the dy-
namic pressure variation for all cases. Applying the methodology for 
measurement where the bend is located upstream of the first section led 
to an increment in the estimated flow rate. The deviation is changed by 
around +0.85 % for measurement between sections HA and HB. For 
measurement between sections HA and HC with the larger length, 
applying the methodology has a smaller effect with a change of +0.3 % 
of the deviation. For measurement between sections HB and HC with a 
higher distance to the bend, the change in deviation is lower compared 
to other cases, around +0.25 %. This trend can be justified by the de-
viation of the pressure measurement at the pressure taps compared to 
the average pressure shown in Fig. 9. 

Applying the methodology for measurements where the bend is 
located between two sections decreases the estimated flow rate. For 
measurement between sections VA and HA with the highest uncertainty 
of random measurement, lead to a change of deviation around − 1.8 %. 
For measurement between sections HA and HC with a longer a length 
has a smaller effect with a change of deviation around − 0.6 %. 

Moreover, the effect of considering the kinetic energy coefficient is 
smaller than the effect of pressure measurement at the location of the 
taps with changes of the deviation around 0.2 % or less. Fig. 12 is used as 
a sample to check the effect of dynamic pressure variation, and it can be 
done for other cases, too. 

3.4. Repeatability 

The methodology presented in Fig. 4 was applied to all the cases 
presented in Table 1. For each case, three measurements were chosen as 
a function of their deviation from the reference flow rate using the 1D 
PTM. These measurements correspond to the lowest, closest and largest 
deviation from the mean. 

It is observed that the magnitude of the change in deviation is similar 
for the three measurements of each case in Table 1. The difference in the 
flow rate estimation between the different measurements of the same 
case is below ±0.05 %. The mean deviation of the 1D PTM is adjusted to 
the modified PTM (presented methodology) with the change in the de-
viation obtained from the 3 cases as it is constant. 

Fig. 15 shows the mean deviation using the 1D PTM and modified 
PTM presented in the paper. The uncertainty at 95 % confidence showed 
just for results based on standard PTM as the uncertainty is constant 
whether standard or modified PTM is applied to the data. 

The results show the mean deviation decreased significantly for all 
cases. For four cases with random uncertainty of 0.6 % or less, including 
the cases HB-HC, HA-HC, VA-HB and HA-HB, the mean deviation after 
applying the methodology reached a range of ±0.15 % which is in the 
range of systematic uncertainty of reference flow flowmeter. For mea-
surement between sections VA-HB, with the highest random uncertainty 
of 0.78 % and higher initial mean deviation of 1.3 %, after applying the 
methodology, the mean deviation reached − 0.4 %. The error introduced 
by the elbow is outside the 95 % confidence interval, further 

Fig. 12. Variation of ΔPf + ΔPd with a constant value of kinetic energy 
correction factor and a time-dependent value predicted by 3D CFD. 

Fig. 13. Variation of the deviation compared to the reference flow meter for 
two iterations function of endpoints based on modified PTM. 
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emphasising the importance of including 3D CFD. The reason is the large 
deviation of the pressure measurement at the pressure taps with the 
mean cross-sectional pressure, see Fig. 8. 

The methodology has successfully been applied to canonical test 
cases such as contraction [28] and 90◦ bend. The applicability of the 
method should be extended to other geometries but also cases with free 
surface flow inlet to the pipe to mimic low head hydropower plants. 

4. Conclusion 

This research paper investigates the utilisation of the pressure-time 
method beyond the recommended guidelines of the IEC standard, 
particularly in the presence of a bend between the two measurement 
sections or in close proximity to one. Experimental measurements were 
conducted for different arrangements outside the IEC standard. The re-
sults from the standard 1D PTM show that a bend between the mea-
surement section leads to an overestimation of the flow rate, and a bend 
upstream of the first measurement section leads to an underestimation 

Fig. 14. Flowrate deviation compared to the reference flow meterfunction of endpoint for all cases (a) HA-HB, (b) VA-HA, (c) HB-HC, (d) HA-HC, (e) VH-HB  
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of the flow rate. 
A combination of 3D CFD and 1D PTM is employed to improve the 

accuracy of the flow rate estimation. Initially, the one-dimensional 
pressure-time method is utilised to calculate the transient flow rate, 
which serves as the outlet boundary conditions for the subsequent 3D 
CFD simulation. The 3D CFD simulation is conducted to obtain detailed 
pressure and velocity profiles in different sections of the test rig under 
conditions similar to each experimental measurement. The obtained 
pressure and velocity profile information is then utilised to determine 
the deviation of the pressure measurement at pressure taps affected by 
the bend and the kinetic energy correction factor for each section, 
improving the accuracy of the 1D pressure-time method. Applying the 
kinetic energy correction factor changes the deviation of flow mea-
surements by around 0.2 % or less; however, the results of applying the 
mean pressure at each section from the 3D CFD change the deviation by 
more than 1 % for some cases. 

The findings of this study indicate that the methodology enhances 
the accuracy of the method, and the deviation of the measurement 
compared to the reference flow meter is decreased to the range of 
random uncertainty of measurement. Therefore, it is suggested to apply 
the methodology based on the real geometry of the penstock for low and 
medium hydropower turbines. 
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Nomenclature 

A: Area [m2] 
C: The geometry factor 
D: Pipe diameter [m] 
E: Mean error/deviation compared to the reference flow meter (%) 

K: Constant coefficient of friction losses [− ] 
L: Pipe length [m] 
N: Number of measurement 
p: Average pressure at section [Pa] 
ptap: Measured pressure at pressure tap [Pa] 
ΔP: Differential pressure [Pa] 
ΔPd: Dynamic pressure variation 
ΔPf : Pressure loss due to friction[Pa] 
q: Leakage flow rate [m3s− 1] 
Q: Flow rate [m3s− 1] 
Re: Reynolds number [− ] 
t: Time [s] 
tf: Upper time-limit of integration of free pressure oscillation signal [s] 
U: Cross-sectional velocity [ms-1] 
ui: Fluctuating velocity [m s-1] 
Uτ0: Friction velocity at the initial steady condition [m/s] 
xi: Coordinate [m] 
y+: Dimensionless wall distance [− ] 

Greek Letters 
α: Kinetic energy coefficient (− ) 
μ: Dynamic viscosity [Nsm− 2] 
ρ: Density [kgm3] 
ε: Residual 
σr: Random uncertainty 

Subscripts 
c: Cross-section 
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