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Abstract

High frequency resolution radiative transfer model calculations with the Atmospheric Radiative Transfer Simulator (ARTS) were used to simulate the clear-sky outgoing longwave radiative flux (OLR) at the top of the atmosphere. Compared to earlier calculations by Clough and coworkers the model used a spherical atmosphere instead of a plane parallel atmosphere, updated spectroscopic parameters from HITRAN, and updated continuum parameterizations from Mlawer and coworkers. These modifications lead to a reduction in simulated OLR by approximately 4.1\%, the largest part, approximately 2.5\%, being due to the absence of the plane parallel approximation. As a simple application of the new model, the sensitivity of OLR to changes in humidity, carbon dioxide concentration, and temperature were investigated for different cloud-free atmospheric scenarios. It was found that for the tropical scenario a 20\% change in humidity has a larger impact than a doubling of the carbon dioxide concentration. The sensitive altitude region for temperature and humidity changes is the entire free troposphere, including the upper troposphere where humidity data quality is poor.
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1. Introduction

The earth and its atmosphere absorb the shortwave (SW) radiation coming from the sun and emit thermal longwave (LW) radiation to space. These two radiation streams can be represented approximately by blackbody radiation of 6000 K for the solar SW and 290 K for the terrestrial LW. The balance between the incoming SW radiation and the outgoing LW radiation (OLR) determines the temperature in the atmosphere and on the earth’s surface [1–3].

The OLR originates partly from the surface but to a significant part from higher levels of the atmosphere. Because of the lower temperature at these levels, the OLR is reduced compared to a hypothetical earth without...
atmosphere. Fig. 1 shows a high resolution radiative transfer model simulation of clear-sky monochromatic radiance at the top of the atmosphere (TOA), which illustrates this. Besides the calculated spectrum, it shows Planck curves for different temperatures. An integration over all frequencies and directions yields the OLR. The reduction of OLR compared to a hypothetical earth without atmosphere is of course nothing else than the atmospheric ‘greenhouse’ effect. From the known incoming solar SW radiation we can easily infer the global average OLR to be close to 240 W m\(^{-2}\) because the incoming and outgoing radiation fluxes must balance [2]. However, there is considerable variability for different latitudes and weather conditions, so that local OLR values vary between about 160 and 320 W m\(^{-2}\). Clouds have also an important impact on OLR, but this study focuses only on the clear-sky case.

Climate models contain fast approximate models for calculating OLR. However, to make sure that the fast models are correct one must make high resolution radiative transfer (RT) calculations with a precise line-by-line RT model. This was first done by Shine and Sinha [4], using a model with 10 cm\(^{-1}\) frequency resolution, corresponding to 250 frequency grid points from 0 to 2500 cm\(^{-1}\). These calculations were considerably refined, firstly by Ridgway et al. [5], then by Clough et al. [6] and Clough and Iacomo [7], who used an adaptive frequency grid to achieve 0.2% computational accuracy. Such high resolution calculations can be used to study the sensitivity of the OLR in different frequency regions to perturbations in the humidity concentration at different altitudes. Fig. 2 shows the Jacobian of zenith monochromatic radiance with respect to humidity perturbations at different altitudes (see next section for exact definition). It shows a broad band of sensitivity to water vapor perturbations throughout the thermal infrared, interrupted only by the CO\(_2\) feature near 650 cm\(^{-1}\).

The calculations by Clough and coworkers included a better model of the water vapor continuum than earlier calculations. Due to the continuum, water vapor has a significant effect on OLR not only in the pure rotational band from approximately 0 to 600 cm\(^{-1}\) and the vibrational-rotational band from approximately 1400 to 2100 cm\(^{-1}\), but also in the continuum region between the bands, as evident from Fig. 2. The figure also clearly shows that these different frequency regions of water vapor absorption are responsible for OLR sensitivity to water vapor perturbations at different altitudes, a fact first pointed out by Sinha and Harries [8], who particularly stressed the importance of the 0–500 cm\(^{-1}\) frequency region, where OLR is sensitive to perturbations in the mid- and upper troposphere.

This paper describes the implementation and validation of state-of-the-art continuum models for the public domain RT model ARTS [9], so that it can be used for OLR calculations. The continua implemented are
updated versions of the ones described by Clough and Iacomo [7], provided by Mlawer et al. [10]. Differences between the new ARTS OLR calculations and those of Clough and coworkers are also discussed. The paper is organized as follows: Section 2 presents the theoretical background and the model setup, including the atmospheric scenarios investigated, Section 3 results and discussion, and Section 4 summary and conclusions.

2. Theoretical background and model setup

2.1. Basic assumptions and atmospheric scenarios

Detailed line-by-line radiative transfer calculations were performed with the Atmospheric Radiative Transfer Simulator (ARTS), described in [9]. The model assumes a realistic spherical geometry for the atmosphere, which is an important difference to older models that assume a plane parallel atmosphere. Atmospheric scenarios were taken from the FASCOD scenarios [11]. They contain all trace gases required for the calculation. There are five different scenarios: tropical, midlatitude summer, midlatitude winter, subarctic summer, and subarctic winter.

The considered spectral range is from 0 to 2500 cm$^{-1}$, similar to [7]. The most important radiatively active species in this spectral region are water vapor, carbon dioxide, methane, nitrous oxide, and ozone, with water vapor being by far the most important one. In addition to the line spectra, various continua have to be taken into account. Only the clear-sky case was considered. Clouds are known to have a very important impact on both the SW and the LW radiation, but, as stated above, are not the subject of this study. The surface emissivity was set to unity, following [6]. This should be a good approximation at infrared frequencies. The top of the atmosphere was assumed to be at 95 km where nothing else is stated.

As described in [9] the radiative transfer model ARTS can use different spectroscopic databases, among them HITRAN [12] and JPL [13]. For this study HITRAN was used. It lists about 1 million lines for 38 species between 0 and 2500 cm$^{-1}$. Not all of these species are relevant for the calculated OLR, thus a species reduction was performed first. The reduced species list resulting from this procedure was: H$_2$O (15190 lines), CO$_2$ (38326 lines), O$_3$ (246426 lines), N$_2$O (18343 lines), CO (1913 lines), CH$_4$ (32071 lines), O$_2$ (5114 lines), NO (12835 lines), NO$_2$ (95005 lines), HNO$_3$ (171504 lines), and N$_2$ (106 lines). A comparison to OLR calculations covering all HITRAN species showed differences below 0.01% in OLR, while the number of lines was reduced by about 30%. This line list was used for the calculations presented in Section 3.
2.2. OLR, Jacobian, and cooling rate calculation

Following the notation of [6], the upwelling monochromatic radiative flux $F^+_{\nu}$ and downwelling monochromatic radiative flux $F^-_{\nu}$ at a given atmospheric level can be calculated from the monochromatic radiance $I_{\nu}$ integrated over all relevant propagation angles at that level as

$$F^+_{\nu}(z) = \int_{\phi=0}^{2\pi} \int_{\mu=0}^{1} I_{\nu}(z, \mu) \mu d\mu d\phi,$$

$$F^-_{\nu}(z) = \int_{\phi=0}^{2\pi} \int_{\mu=-1}^{0} I_{\nu}(z, \mu) \mu d\mu d\phi,$$

where $\mu$ is the zenith angle cosine, $\phi$ the azimuth angle, and $\nu$ the frequency. The units of the monochromatic radiative flux $F_{\nu}$ are W m$^{-2}$ Hz$^{-1}$, those of the monochromatic radiance $I_{\nu}$ are W m$^{-2}$ Hz$^{-1}$ sr$^{-1}$. The integration over $\mu d\mu$ is equal to an integration over $\cos(\theta) \sin(\theta) d\theta$, where $\theta$ is the zenith angle. The term $\cos(\theta)$ is a result of the projection onto the zenith direction, since only the radiance component perpendicular to the azimuthal plane contributes to the flux. The remaining parts result from the azimuthal integration. Since radiances are assumed to be azimuthally independent the azimuthal integration is trivial and can be carried out directly, leading to

$$F^+_{\nu}(z) = 2\pi \int_{0}^{1} I_{\nu}(z, \mu) \mu d\mu$$

(3)

and a similar equation for the downwelling monochromatic radiative flux.

The total upwelling radiative flux $F^+$ can be calculated easily by integrating (3) over frequency, leading to

$$F^+(z) = \int_{0}^{\infty} F^+_{\nu}(z) d\nu$$

$$= 2\pi \int_{0}^{\infty} \int_{0}^{1} I_{\nu}(z, \mu) \mu d\nu d\mu$$

$$= 2\pi \int_{0}^{1} I(z, \mu) \mu d\mu,$$

(4)

where $I$ in the last row is the (total) radiance in W m$^{-2}$ sr$^{-1}$. Finally, the net radiative flux is obtained by taking the difference between upwelling and downwelling contributions,

$$F(z) = F^+_{\nu}(z) - F^-_{\nu}(z).$$

(5)

Note that the direction of positive fluxes is upwards.

The upwelling radiative flux $F^+$ at the top of the atmosphere represents the OLR. The upwelling and downwelling radiative fluxes at the tropopause level are also of interest, since the main impact of water vapor on the OLR comes from the troposphere (see [6] for a more detailed discussion).

The spectrum of monochromatic radiance $I_{\nu}$ is the quantity calculated internally by the RT model. If one wants to see how sensitive this is to variations in the atmospheric state, the suitable quantity to study is the derivative of $I_{\nu}$ with respect to changes in the concentration of gases such as water vapor. This quantity,

$$K = \frac{\partial y}{\partial x},$$

(6)

is called the Jacobi matrix, or Jacobian, where $y$ is a vector of $I_{\nu}$ for different frequencies and $x$ is the vector describing the atmospheric state. ARTS can calculate Jacobians analytically for trace gas concentrations and semi-analytically for temperature [9]. Different options for the units of the Jacobian calculation are available in ARTS. For this study fractional VMR units were used, which means that the Jacobians give the sensitivity to relative changes in the trace gas VMR. Jacobians of monochromatic radiance can be integrated over frequency to obtain Jacobians of total radiance.

Another important quantity is the cooling rate, defined as the rate of temperature change of an atmospheric layer due to loss of energy by emission of radiation. Of course, this includes also the possibility of heating by
absorption of radiation, which leads to a negative cooling rate. Heating occurs primarily by absorption of solar SW radiation, while cooling occurs primarily by emission of LW radiation. Only the latter part is considered here.

The cooling rate, $C$, can be calculated as

$$C(z) = -\frac{dT(z)}{dt} = \frac{1}{\rho(z)c_p} \frac{dF(z)}{dz},$$

where $T$ is the temperature, $t$ the time, $\rho$ the air density, $c_p$ the heat capacity (for pressure work), $F$ the net radiative flux and $z$ the altitude. By inserting the definition of $F$ one can rewrite this to obtain the cooling rate directly from the monochromatic radiance $I_{\nu}$:

$$C(z) = \frac{2\pi}{\rho(z)c_p} \int_{y=0}^{\infty} \int_{\theta=0}^{\pi} [B_{\nu}(T(z)) - I_{\nu}(z, \theta)] \sin(\theta) \, d\theta \, dv,$$

where $B_{\nu}(T(z))$ is the Planck function and $\pi(z)$ is the absorption coefficient.

One can see from this equation that the contribution to the cooling rate will be zero for frequencies where $\pi = 0$.

To obtain correct results it is crucial that $I$ converges to $B_{\nu}$ when it is expected that $I = B_{\nu}$, which is the case when the absorption is very high. The used forward model, ARTS, uses a straightforward scheme for performing the radiative transfer. This scheme uses the mean value of the Planck function, at the end points of the radiative transfer integration step, as the effective source function. This averaging is theoretically only correct for cases where the optical thickness is zero. A more elaborate scheme would put more emphasis on the Planck function value for the integration step end-point close to the sensor and less emphasis on the Planck function value for the integration step end-point far from the sensor. In cases of extremely high absorption, the effective source function would be equal to the Planck function at the end-point close to the sensor. Such more advanced schemes have been tested for ARTS but were found to give no practical improvements for simulation of remote sensing measurements, the main objective of ARTS. The calculation accuracy in ARTS is to a large extent controlled by varying the length of the radiative transfer step length and it was found that it was more effective, considering calculation time, to decrease the step length than to use a more advanced expression to solve the radiative transfer.

Considering that radiative transfer applies a mean value of the Planck function at the end points of the integration step, it is not a good idea to compare $I$ with the $B_{\nu}$ for the position of interest. This would require an extremely short radiative transfer step length, a statement verified by practical calculations. A better solution is to replace ($B_{\nu}(T(z)) - I(z, \theta)$) in (8) by ($\Psi - I(z, \theta)$), where $\Psi$ is the effective source function for the radiative transfer step closest to the point of interest. This modification balances the radiation budget perfectly for high values of $\pi$ and has a small impact on the accuracy.

### 2.3. Absorption calculation

Absorption coefficients were calculated line-by-line with the C++ code ARTS, assuming a Voigt [14] lineshape with a cutoff at a distance of 25 cm$^{-1}$ from the line center. The cutoff is performed as described in [15]. For species that show continuum absorption, i.e., H$_2$O, CO$_2$, O$_2$, and N$_2$, semi-empirical continua from the MT_CKD_1.00 FORTRAN code by Mlawer, Tobin, Clough, Kneizys, and Davies [10] were added, which were translated to C++.

For H$_2$O the calculation includes the self- and foreign far-wing continua throughout the considered measurement range. For N$_2$ the calculation includes the roto-translational collision-induced absorption band according to Borysow and Frommhold [16] in the 0–350 cm$^{-1}$ wavenumber range, and the fundamental collision induced absorption band according to Lafferty et al. [17] in the 2085–2670 cm$^{-1}$ wavenumber range. For O$_2$ the calculation includes the fundamental collision induced absorption band according to Thibault et al. [18] in the 1340–1850 cm$^{-1}$ wavenumber range. Finally, for CO$_2$ the calculation includes the far wing continuum according to Kneizys et al. [19] throughout the considered wavenumber range. There was no attempt to account for CO$_2$ line mixing effects.
To validate the ARTS absorption model we participated in the AIRS RT model intercomparison organized by the International TOVS Study Group (ITWG), a follow-up activity of the TOVS RT model intercomparison described by Garand et al. [20]. Compared were simulated Atmospheric Infrared Sounder (AIRS) radiances in the 650–2700 cm\(^{-1}\) wavenumber range. Averaged over the 52 different intercomparison scenarios, ARTS has a mean bias of only \( -0.06 \) K and mean standard deviation of 0.27 K against the so-called Reference Forward Model (RFM) which is based on the GENLN2 model [21]. The agreement is significantly better in the spectral regions dominated by water vapor, differences there are caused primarily by different continuum implementations. In the spectral regions dominated by O\(_3\) and CO\(_2\) ARTS has a slight cold bias of about \( -0.2 \) K.

### 2.4. Frequency and zenith angle grids

The numerical evaluation of (4) requires the calculation of monochromatic radiances \( I_\nu(\mu) \) at a discrete set of frequencies \( \nu \) and zenith angle cosines \( \mu \).

Different frequency grid options were investigated, on one hand equidistant grids (EG) with varying density, on the other hand non-equidistant grids chosen by different strategies. The two strategies tried were minimization of absolute deviation (‘optimized grid deviation’, OGD) and minimization of absolute area deviation (‘optimized grid area deviation’, OGAD). The OGD strategy starts out from a very coarse grid. The frequency point where the linearly interpolated monochromatic radiance has the largest absolute deviation from a high resolution reference calculation is determined and added to the frequency grid vector. This procedure is repeated until the maximum deviation is below the desired threshold. The OGAD strategy works in the same way, with the difference that the new frequency grid points are added where the absolute area deviation between interpolated and reference monochromatic radiance is largest.

The results of the frequency grid investigation are summarized in Fig. 3, which shows simulated total zenith radiance, as defined in the last row of (4), at the top of the atmosphere as a function of the number of frequency grid points. For the full investigated frequency range (0–2500 cm\(^{-1}\)), EG calculations were made for grids with 1000, 10,000, 20,000 and 40,000 points. This represents grid spacings of 2.5, 0.25, 0.125, and 0.063 cm\(^{-1}\), respectively. Although these grids are rather coarse, convergence is already achieved with these resolutions. Convergence was tested by comparing the simulated radiance to the reference case, which was calculated with a grid of 500,000 points, corresponding to a resolution of 0.005 cm\(^{-1}\).

The OGD method was used to produce three different grids with maximum deviations set to 5.0e\(-14\), 2.5e\(-14\), and 1.0e\(-14\) W m\(^{-2}\)sr\(^{-1}\)Hz\(^{-1}\), resulting in grid sizes of 19,760, 34,184, and 57,522 points. The OGAD
method was used to produce three grids with grid sizes of 22,950, 51,612, and 100,674 points. For all investigated methods the simulated radiances converge to the reference case with increasing number of frequency grid points. However, interestingly, both the OGD and OGAD method perform poorly compared to the simple EG method. The explanation for this unexpected result is that the equidistant grids lead to a quasi-random sampling of spectral line features, due to the large density of spectral lines in the thermal infrared. Thus, positive and negative errors for the equidistant grids cancel to a large extent.

It should be noted that the performance of the OGD and OGAD method could most likely be improved considerably by using higher order interpolation methods. However, the performance of the much simpler EG method was so good that it was decided not to pursue this question further. The equidistant grid with 10,000 frequency grid points was adopted for the calculations discussed in Section 3.

The other grid that has to be addressed here is the zenith angle grid. Fig. 4 shows the simulated radiances at the top of the atmosphere as a function of zenith angle for different zenith angle grids. The number of grid points for each case is given in the legend. The atmospheric scenario is mid-latitude summer, the same as in Fig. 3.

Table 1
Mid-latitude summer OLR (upwelling radiative flux $F^+$ at the top of the atmosphere) as a function of the number of points in the zenith angle (ZA) grid

<table>
<thead>
<tr>
<th>ZA points</th>
<th>OLR (W m$^{-2}$)</th>
<th>Diff. to max. ZA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>274.37</td>
<td>0.93</td>
</tr>
<tr>
<td>20</td>
<td>272.03</td>
<td>0.07</td>
</tr>
<tr>
<td>40</td>
<td>271.61</td>
<td>-0.08</td>
</tr>
<tr>
<td>60</td>
<td>271.72</td>
<td>-0.04</td>
</tr>
<tr>
<td>80</td>
<td>271.83</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The last column gives the relative difference with respect to the case with 80 ZA grid points.
3. Results and discussion

3.1. Fluxes and cooling rates

Table 2 shows calculated fluxes $F^+$ at the tropopause (TP) and at the TOA for the five FASCOD scenarios: tropical (TRO), midlatitude summer (MLS), midlatitude winter (MLW), subarctic summer (SAS), and subarctic winter (SAW). Results of Clough and Iacomo [7], hereafter referred to as CLI, for the TRO, MLS, and MLW scenario are also shown. The tropopause altitudes of our calculations were the same as those of CLI for these scenarios.

Interestingly, our results at the TOA consistently show a low bias of approximately 4.1% against the CLI results. Different possible reasons for this discrepancy were checked by control calculations for the midlatitude summer scenario. Removing the water vapor continuum completely increases the OLR by only 2.8%, so differences in the water vapor continuum alone cannot explain the bias. The small difference in the assumed atmospheric state leads to an OLR difference of approximately 0.5%, but in the wrong direction. Restricting the species selection to only those used by CLI increases the OLR only by 0.1%. Changing the calculation frequency range from 0–2500 to 10–3000 cm$^{-1}$, as in the CLI calculation, increases the OLR by 0.2%. Decreasing the sensor altitude from 95 to 60 km increases the OLR by 1.1% (CLI used 65 km). However, the biggest difference is caused by the plane parallel approximation, which was made in the CLI calculation but not in our calculation. A control run with plane parallel approximation increased $F^+$ at 95 km by 2.5% to 278.6 W m$^{-2}$. The remaining difference is likely to be caused by differences in the water vapor and dry air continua, as well as the spectroscopic database. As shown elsewhere [22,27], both the CLI calculations and our calculations are in reasonable agreement with satellite based clear-sky OLR measurements by the CERES/TRMM instrument: the CLI results lie on the upper end of the CERES clear-sky OLR variability range, whereas our results lie on the lower end.

Fig. 5 shows the calculated spectral cooling rates for the MLS scenario. The figure can be directly compared to Plate 1 of CLI. The overall agreement is excellent, with the exception of a negative cooling rate feature near 1300 cm$^{-1}$ in frequency and near 200 hPa in pressure. Important trace gases in this frequency region are N$_2$O and CH$_4$, judged from the Jacobians of these species (not shown). It seems that this feature is missing in the CLI calculations which may explain part of the bias in OLR. Unfortunately, an explicit check of this hypothesis is not possible, since we do not have the exact line list that was used in the CLI calculation.

3.2. Sensitivity to humidity, carbon dioxide, and temperature changes

The FASCOD scenarios can be used to visualize the impact of large scale changes of humidity, carbon dioxide, and temperature. For this purpose modified profiles were generated. The modifications were:

<table>
<thead>
<tr>
<th>Scenario</th>
<th>TP Alt (km)</th>
<th>$F^+$ (TP)</th>
<th>$F^-$ (TP)</th>
<th>$F$ (TP)</th>
<th>$F^+$ (TOA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRO</td>
<td>17.0</td>
<td>285.4</td>
<td>-11.0</td>
<td>274.4</td>
<td>278.0</td>
</tr>
<tr>
<td>TRO CLI</td>
<td>13.0</td>
<td>289.3</td>
<td>-11.7</td>
<td>277.6</td>
<td>290.3</td>
</tr>
<tr>
<td>MLS</td>
<td>283.2</td>
<td>-21.6</td>
<td>261.6</td>
<td>271.6</td>
<td></td>
</tr>
<tr>
<td>MLS PP</td>
<td>283.4</td>
<td>-21.7</td>
<td>261.7</td>
<td>278.6</td>
<td></td>
</tr>
<tr>
<td>MLS CLI</td>
<td>287.6</td>
<td>-22.3</td>
<td>265.3</td>
<td>283.3</td>
<td></td>
</tr>
<tr>
<td>MLW</td>
<td>10.0</td>
<td>237.4</td>
<td>-30.4</td>
<td>207.0</td>
<td>222.9</td>
</tr>
<tr>
<td>MLW CLI</td>
<td>238.3</td>
<td>-25.1</td>
<td>213.2</td>
<td>232.6</td>
<td></td>
</tr>
<tr>
<td>SAS</td>
<td>10.0</td>
<td>268.3</td>
<td>-37.0</td>
<td>231.3</td>
<td>254.6</td>
</tr>
<tr>
<td>SAW</td>
<td>09.0</td>
<td>205.2</td>
<td>-32.4</td>
<td>172.8</td>
<td>193.4</td>
</tr>
</tbody>
</table>

See text for definition of scenario acronyms. Shown are the tropopause altitude, the upwelling-, downwelling-, and net flux at the tropopause, and the upwelling flux at the TOA. All fluxes are in W m$^{-2}$. For each class there is one row for our calculation and a second row for the CLI calculation. For the MLS class there is also a row ‘MLS PP’ which shows our calculation for a plane parallel atmosphere. Note that CLI assume the TOA to be at 65 km, whereas we assume it to be 95 km.
(a) water vapor mixing ratio increased by 20% throughout the column, (b) water vapor mixing ratio decreased by 20% throughout the column, (c) carbon dioxide mixing ratio increased by 100% throughout the column (double-CO$_2$), (d) temperature increased by 1 K throughout the column keeping absolute humidity fixed, and (e) temperature increased by 1 K throughout the column keeping relative humidity fixed. The rationale for this set of modifications was to compare the sensitivity of OLR to humidity changes to the sensitivity to carbon dioxide and temperature changes.

The results are shown in Fig. 6 for the TRO case (top) and the SAW case (bottom). In the TRO case the 20% humidity increase has a larger impact on OLR than the CO$_2$ doubling, in the SAW case the CO$_2$ doubling has the slightly larger impact. This is consistent with the findings of Brindley and Harries [23], who stated that humidity increases of 12% and 25%, for the TRO and SAW cases, respectively, have an OLR impact equivalent to doubling CO$_2$. However, OLR is also strongly sensitive to changes in temperature because of the positive temperature dependence of the Planck function. The ‘$T + 1$ K’ bar in Fig. 6 shows that for the TRO case a 1 K temperature increment throughout the atmosphere produces roughly the same effect on OLR as a 20% humidity decrease. For the SAW case the $+1$ K temperature effect is even roughly twice the $-20$% humidity effect. Because of the partial cancellation of OLR changes due to a simultaneous increase of temperature and absolute humidity, the OLR sensitivity to a 1 K temperature increase under fixed relative humidity is much smaller than to a pure temperature increase. This is the so-called water vapor feedback. Luckily, the net OLR impact of a temperature change with fixed relative humidity is still positive, otherwise we would be in a situation of runaway greenhouse effect (see [24] for a more detailed discussion).

The altitude region where OLR is sensitive to humidity changes is shown in Fig. 7. Here Jacobians for monochromatic radiance (see Fig. 2) were spectrally integrated. This was done for all five FASCOD scenarios. The figure shows that humidity changes throughout the free troposphere are important. Particularly, the region of sensitivity reaches up to pressures below 400 hPa (approximately 7 km), where the available humidity information on a global scale is rather poor. In the case of the TRO scenario, the Jacobian shows a characteristic two-peaked structure, which was already noticed by Sinha and Allen [25]. Note that the presence of clouds will further emphasize the upper troposphere compared to this clear-sky calculation, as shown by Colman [26]. The figure shows also that temperature changes are important throughout the free troposphere.

4. Summary and conclusions

The Atmospheric Radiative Transfer Simulator (ARTS), a high frequency resolution radiative transfer model, was used to simulate the clear-sky outgoing longwave radiation (OLR) flux, Jacobians for the clear-sky monochromatic zenith radiance, and monochromatic clear-sky cooling rates. Compared to the simulations by
Clough and Iacomo [7] (CLI) the model used updated spectroscopic data from the current version of HITRAN [12] and updated continuum parameterizations provided by Mlawer et al. [10]. With these settings ARTS was shown to be a valuable tool for the calculation of precise OLR values.

Fig. 6. OLR impact of a 20% water vapor increase or decrease, CO₂ doubling, a 1 K increase in temperature with fixed absolute humidity, and a 1 K increase in temperature with fixed relative humidity. Results are shown for the TRO scenario (top) and the SAW scenario (bottom). Shown is the relative deviation in OLR ($F^+$ at 95 km altitude) from the reference case.

Fig. 7. Jacobians with respect to humidity (left) and temperature (right) for total zenith radiances at 95 km altitude for the five different FASCOD scenarios. The humidity Jacobian is for a fractional change in humidity relative to the reference case at one grid point, decreasing linearly to zero at the adjacent grid points. The unit corresponds to the change in radiances for a doubling of the water vapor concentration. For temperature, the unit corresponds to the change in radiances for a 1 K temperature change. The grid spacing is 1 km.

Clough and Iacomo [7] (CLI) the model used updated spectroscopic data from the current version of HITRAN [12] and updated continuum parameterizations provided by Mlawer et al. [10]. With these settings ARTS was shown to be a valuable tool for the calculation of precise OLR values.
It was shown that ultra-high frequency resolution is not needed for equidistant frequency grids, due to the quasi-random sampling of spectral line features leading to cancellation of positive and negative errors. The deviation of a calculation with only 1000 frequency grid points from the reference calculation with 500,000 frequency grid points is less than 2 W/m². For ‘optimized’ non-equidistant frequency grids more grid points are needed to achieve a similar accuracy.

Compared to the calculations by CLI, our OLR at the TOA is approximately 4.1% smaller for all investigated scenarios. This is partly due to the fact that CLI assumed the TOA to be at 65 km altitude and made a plane parallel approximation, whereas we assume the TOA to be at 95 km altitude and do not make a plane parallel approximation. The combined effect of these two differences in setup explains a difference of approximately 2.6%. The remaining 1.7% difference is probably due to the differences in spectroscopy and continuum models, since all other likely explanations were excluded. As shown elsewhere [22,27], both the CLI calculations and our calculations are in reasonable agreement with satellite based clear-sky OLR measurements by the CERES/TRMM instrument: the CLI results lie on the upper end of the CERES clear-sky OLR variability range, whereas our results lie on the lower end.

The mean value of clear-sky OLR most strongly depends on the mean temperature and humidity profile. A 20% change in humidity has a larger impact on the OLR than a doubling of the CO₂ concentration for the TRO case, and an almost equal impact as double CO₂ for the SAW case. The sensitive altitude region for temperature and humidity changes is the entire free troposphere, including the upper troposphere where humidity data quality is poor.
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